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Databases and data infrastructures do not simply support research, they
fundamentally change the practice and organization of research — the
questions asked, how they are asked, how they are answered, how the
answers are deployed, who is conducting the research and how they

operate as researchers. (Kitchin, 2014, p. 24)
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Abstract

Data sharing requires collaboration on infrastructure and a knowledge exchange amongst
stakeholders while these develop solutions aiming at increasing the quality of research
through data curation. Divergent perspectives amongst key stakeholders on how and why
data sharing is to take place create frictions in the collaboration and development of
infrastructure. In addition, new roles are emerging to facilitate data management and data
curation. The professional identity of these struggle with combining and maintaining high-
level expertise in multiple domains. The problem statement approaches these frictions by
asking: How do the perspectives and expertise of key stakeholders involved in research data
sharing affect the collaboration and knowledge transfer amongst these? By addressing this
question, the thesis aims at understanding the relation between the perspectives and expertise
of key stakeholders involved in research data sharing and how these perspectives affect the

collaboration and knowledge transfer amongst the stakeholders.

Designed as a three-phased, modified Delphi study with data collection during a 14-month
period, the study captured parts of the development of infrastructure for research data
sharing. The participant group consisted of 24 expert shareholders disseminating their
experiences and perspectives on the sharing and curation of research data through two

interviews and one survey. The results are based on the final analysis of all the data material.

This is a thesis involving compilation of three articles and a narrative (Norwegian ‘kappe’).
Each of the three articles addresses specific issues within research data sharing, namely by: 1)
Exploring the different data steward roles; 2) Analysing the multiple perspectives on data
management plans as a facilitator for data curation and sharing; and 3) How personal privacy
can be balanced with high quality research through the research data lifecycle. The narrative
lifts the perspective by addressing challenges that connect the three articles as a thread;
divergent perspectives, roles, expertise, and the knowledge exchange taking place to facilitate

research data sharing.



The thesis contributes to the understanding of research data curation as a key to high quality
research. Policy and infrastructural development are interconnected with the different
stakeholder groups and the motivations and expertise they hold. However, the effort made to
create strong infrastructural organizations risks changing the target. The findings show how
additional goals and agendas amongst stakeholders risk obscuring the focus on research

quality as the goal of data curation in interpretation and application of policy.

For providers of research data services to succeed, it is necessary to combine practice,
learning and recognition. This is best achieved through maintaining active memberships in
multiple communities; primarily, it is necessary to keep the combination of researcher and
research support up to date and to apply best practice from both communities. There is a need
to rethink research data support services with a focus on the identity of data stewards as
domain specialists and as data management experts. This requires community building and
incentives for recognition of multiple memberships. Furthermore, different research support
services within universities need to work together and re-think research data services based

on a common goal of creating better research.

In collaborations and infrastructure development, agreements on standards, entities and
definitions help to facilitate knowledge exchange. These must be developed dynamically
through experience and application. A transfer of knowledge occurs between the stakeholders
as standards are applied and updated; this requires lines of communication where the
stakeholders with multiple identities and stewardship communities function as translators of

various perspectives and creators of common understandings.



Sammendrag

Samarbeid og kunnskapsutveksling mellom involverte akterer er nedvendig nér
infrastrukturlesninger for deling av forskningsdata utvikles. Hensikten ved 4 tilrettelegge for
kuratering av forskningsdata er 4 styrke kvaliteten pa forsking. De sentrale akterenes ulike
perspektiver pd hvordan og hvorfor deling av forskningsdata skal finne sted skaper
uenigheter i infrastruktursamarbeidet. Parallelt med dette oppstar en ny rolle med ansvar for &
legge til rette for god datahéndtering og kuratering av forskningsdata. I den profesjonelle
identiteten til denne rollen ligger det et behov for ekspertise innenfor flere fagfelt. Disse
problemstillingene leder til folgende spersmél: Hvordan pévirker perspektiver og ekspertise
hos sentrale akterer involvert i deling av forskningsdata samarbeidet og
kunnskapsutvekslingen mellom disse? Ved & stille dette spersmalet ensker jeg a forsta
forholdet mellom tiln@erminger og ekspertise hos de sentrale akterene involvert i deling av
forskningsdata. Videre ser jeg pa hvordan perspektivene pavirker samarbeid og

kunnskapsutvekling mellom akterene.

Studien er utformet som en Delphi-studie i tre faser med datainnsamling over 14 méneder.
Slik fanger studien deler av utviklingen av infrastruktur for deling av forskningsdata.
Gruppen med deltakere bestod av 24 akterer med hey ekspertise pa feltet. Deltakerne delte
sine erfaringer og syn pd deling og kuratering av forskningsdata i to intervjurunder samt en
sporreundersokelse. Resultatene som presenteres er basert pa den samlede analysen av alle

innsamlede data.

Avhandlingen bestér av tre artikler og en kappe. Hver av de tre artiklene gér inn 1 spesifikke
tema innen forskningsdatahdndtering: 1) Utforskning av de ulike datarekterrollene; 2)
Analyse av ulike syn pé hvordan datahandteringsplanen kan legge til rette for kuratering og
deling av forskningsdata; 3) Hvordan hensynene til forskningskvalitet og personvern

balanseres gjennom livssyklusen til forskningsdata.



Avhandlingen bidrar til forstielse av kuratering av forskningsdata som avgjerende for a
styrke kvaliteten pé forskning. Politikk og infrastrukturutvikling er ssmmenkoblet med de
ulike akterene og deres agenda og sakkyndighet. Samtidig er det en risiko for at resursene
som settes inn for & skape en ny sterk infrastrukturorganisasjon fjerner fokus fra milet.
Resultatene peker pa at nar politiske foringer skal tolkes og folges kommer andre mél og

agendaer blant akterene 1 veien for sgkelyset pa forskingskvalitet som mal for datahindtering.

For at forskningsdatastettetjenester skal lykkes, trengs en kombinasjon av praksis, lering og
annerkjennelse. Dette oppnas ved 4 tilrettelegge for at datarektere kan beholde aktive
medlemskap 1 ulike fagmiljoer, og ma til for at personene som tilbyr forskningsdatastete skal
vaere oppdatert og anvende beste praksis fra bade forsker- og forskerstottemiljoene. Med
utgangspunkt i datargkere som bdde domeneeksperter og datahandteringseksperter er det
behov for a tenke nytt rundt stette til datahdndtering. Det er bade et behov for & utvikle
felleskap og for fa pé plass insentiver som bidrar til annerkjennelse internt i de ulike
fagmiljeene hvor datarektere har sine tilherigheter. Tettere samarbeid mellom de ulike
tilbyderne av stettetjenester for forskningsdata er etterspurt og kan metes ved at man tenker

nytt om disse tjenestene der et felles mal om bedre forskning far trumfe egne agendaer.

Enighet om standarder, enheter og definisjoner er med pé a legge til rette for
kunnskapsutveksling i samarbeid om infrastrukturutvikling. Disse ma oppdateres og
videreutvikles gjennom anvendelse og erfaring. I det standarder tas i bruk og holdes
oppdaterte skjer en kunnskapsutveksling mellom de ulike akterene. Denne
kunnskapsutvekslingen fordrer kommunikasjonslinjer hvor akterer med tilherighet i ulike

fagfelt er i1 stand til & utveksle og oversette de ulike tilneermingene og skape felles forstaelser.
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Chapter 1. Introduction

Policymakers, including funding agencies, universities and the European Commission, have
for several years promoted data sharing and Open data as a desirable and achievable goal for
science (Burgelman et al., 2019; cOAlition S, 2019; European Commission, 2016¢; OECD,
2007). Embedded in policies and goals of data sharing are multiple assumptions about how

easy it will be to establish data sharing in practice:

- It will be possible to seamlessly/frictionlessly transfer datasets from where they were
collected, to long-term infrastructures for management, to contexts where they will be
reused (OECD, 2007).

- All research datasets have a potential value in reuse for data analytics and the discovery
of new knowledge (Wilkinson et al., 2016; Wood et al., 2010).

- All research datasets can and should be open to all, or at least “as open as

possible”(European Commission, 2016a).

Making research data available is expected to increase transparency in research!, avoid data
loss, enable researchers to use data collected by others to produce new knowledge, and
strengthen the possibility of the reproducibility and verification of research results and
advance knowledge (Borgman, 2007, 2015; Tenopir et al., 2019). Data management and
sharing will make research more transparent and increase reproducibility (Borgman, 2015;
Kitchin, 2014; Tenopir et al., 2017). The potential of new findings by combining reuse of

research data and data science is another driver of data sharing (Kitchin, 2014).

!'In this thesis, the term research is used synonymously with the Norwegian term forskning’, which includes
research in all scholarly traditions from medicine, to the natural sciences and mathematics, the social sciences,
humanities, law, LIS, and so forth.



Despite sustained effort, mandates, investments in computational infrastructures,
developments in library research data services, and other development efforts, the gap
between the high-flown rhetoric and vision of the policymakers on the one hand, and actual
reality/practice on the other remains vast (Plomp et al., 2019; Scroggins et al., 2019; Tenopir

etal., 2017; Yan et al., 2020).

The reality of data sharing is everything but a homogenic flow of data (Edwards et al., 2011).
Digitally produced datasets are fragile and completely technology dependent (Borgman,
2015). Additional friction is introduced as data are transferred between contexts, both by the
transmission itself and the new context to which they are introduced. The boundaries data are
expected to cross are disciplinary, institutional, and cultural according to the ideals of a
global interdisciplinary research data flow. Strategies to reduce data friction, including the
adding of quality metadata (Edwards et al., 2011) and implementing the FAIR principles?
(Wilkinson et al., 2016), are embraced by policymakers as the answer to data management
and standardization of infrastructure and data (Bishop et al., 2019; Higman et al., 2019).
However, the infrastructures necessary to facilitate data sharing are very complex as they
need to respond to the needs of heterogenous data, organizations, stakeholder groups, and
technologies, cultures, and policies. Each of these has different interests, work practices,
access to resources and perspective on the goal of data sharing. As a result, the work of
coordinating these to work together effectively, over the long term and in a global research
environment, is a multidimensional challenge. To approach the challenge of creating
infrastructures for data sharing recognizing competing perspectives of stakeholders when it
comes to values, right and ethics, in addition to the diversity of data, is essential (Borgman,

2015).

Stakeholders drive the development by applying their expertise (Edwards, 2010). The
pioneers of open research pointed out how ‘the problems with enacting such a large-scale
vision are not technical but social’(Okerson & O’Donnell, 1995, p. 15), this is still valid
today (Cooper & Springer, 2019; Yoon & Kim, 2020). Understanding and unpacking
motivations and perspectives of the many stakeholders involved in research data sharing is

necessary to investigate the knowledge infrastructure for research data (Borgman, 2015;

2 The FAIR principles argue that all research data should be made Findable, Accessible, Interoperable, Reusable
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Sands, 2017). Research data services in libraries are vital part of the infrastructure to support
data sharing. But they need help, in addressing the multiple dimensions and perspectives
competing to set the agenda for the development of data sharing infrastructure. This
dissertation will help libraries address these difficuties by contributing to the different
stakeholders’ understanding of their own role in relation to the others and analysing the
translation of knowledge and perspectives that occurs between the different stakeholder
groups as collaboration on research data sharing and infrastructure development is carried

out.

1.2 Problem statement

How do the perspectives and expertise of key-stakeholders involved in research data

sharing affect the collaboration and knowledge transfer amongst these?

The problem statement is divided into the following three research questions:

1) How and why do differences between stakeholders’ perceptions affect their ability to
collaborate in the work of research data curation?

2) How and why do stakeholders in research data curation perceive their own roles, and
the challenges they face, in facilitating research data sharing? How and why do they
perceive the roles and challenges faced by other stakeholders?

3) How do stakeholders manage these differences and facilitate knowledge transfer

among the key stakeholders involved in research data curation?

Together these three questions build on each other and highlight different aspects of the
problem statement, aiming at understanding the relation between the perspectives and
expertise of key-stakeholders involved in research data sharing the collaboration and

knowledge transfer amongst these.

This study was designed as a three-phased, modified Delphi study. A Delphi study enabled
data to be collected on the current development of the knowledge infrastructure for research

data through different perspectives to analyse roles, expertise, and knowledge transfer. In
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addition, testing how qualitative data sharing could take place while respecting the research

participants became an additional exploration of data sharing as a research subject.

Borgman writes that ‘the functions of data in scholarship must be examined from the
perspectives of diverse stakeholder’ (Borgman, 2015, p. 14). In this study, the different
stakeholders’ approaches to data have motivated an investigation of the knowledge
infrastructure including the viewpoint of multiple stakeholders all working with the research
data, but from different sides of the table. By returning to the same stakeholders three times
over a 14-month period, this study has made it possible to start unpacking the perspectives,
motivations, and development in the domain. The methods are detailed more fully in chapter
four. To understand how translations and negotiation take place, the theories of boundary
objects, invisible work, and marginal people were applied (King, 2016; Star, 2010; Star &
Strauss, 1999). Boundary objects and expertise were identified through descriptions and in
discussion with different stakeholders involved in the development of the knowledge
infrastructure for research data, each of which has perspective, priorities, and goals in the
infrastructural development. The theories are presented in chapter two together with other

central concepts forming the theoretical background for this study.

1.3 The time frame and context

This section briefly presents the context in which this study was conducted. From the autumn
of 2017, when invitations to participate in the study were sent out, the political and
infrastructural landscape regarding data sharing and open science in Norway experienced
numerous changes, with direct or indirect effects on the knowledge infrastructure for research

data and its stakeholders.
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Figure I Timeline of the changes and events in the research data landscape during the project

Figure 1 illustrates major events that have impacted the development of the current project in
different ways. In addition, multiple hearings, seminars, and discussions regarding research
data have taken place at universities and at the national and European levels, where
Norwegian policymakers participate. By drawing the timeline, the window of the data
collection, with a first interview, then a survey and finally interviews, was drawn in the

context of some of the events that influenced the participants.

In December 2017, the Ministry of Education and Research published a national strategy
document giving directions for the sharing and reuse of research data (Ministry of Education
and Research, 2017). This strategy emphasizes ‘as open as possible, as closed as necessary’
(Ministry of Education and Research, 2017). In addition, the strategy pointed out directions

for organizational and infrastructural change.

From January 2018, previously consortia-driven organizations such as the BIBSY'S consortia
became part of the Directorate for ICT and Joint Services in Higher Education and Research
(UNIT) (Ministry of Education and Research, 2017). The BIBSYS consortia is a national
provider of library systems for the research and higher education sector with 80 member
libraires in Norway. BIBSY'S went from being a consortia-driven provider of library online
public access catalogue (OPAC) and retrieval services, institutional repositories for Open
Access publications, repositories for learning resources, and BRAGE, a research data

repository service, to being part of the UNIT directory. In the first interviews, the national
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strategy (Ministry of Education and Research, 2017) along with both policy and

organizational implications were brought up by several stakeholder groups.

During 2018, both the General Data Protection Regulation (GDPR) (The Norwegian Personal
Data Act, 2018) and Plan-S were launched. The General Data Protection Regulation created
concerns among several stakeholders about the responsibilities regarding personal privacy
(Lassen, 2019; Molnes et al., 2019). While Plan-S, an initiative promoting Open Access
publishing launched by a coalition of research organizations and funders (cOAlition S, 2019),
incited a huge debate among researchers regarding open access. The Plan-S debate raised
awareness of different Open Access options, but also contributed to an awareness of other
issues related to open research, such as the usage of open licences and data sharing

(Gjengedal, 2020; Ruud et al., 2020).

Around the time of the last interviews, a report was published giving recommendations for
how Norwegian Centre for Research data should be organized in the future (Ministry of
Education and Research, 2019). These recommendations did not have immediate
consequences but were instead an indicator of what the next steps in the reorganization of

infrastructure would be.

In May 2019, the final guide for the implementation of Plan-S was published (cOAlition S,
2019). This was followed by an updated policy on open research from the Norwegian
Research Council (The Research Council of Norway, 2020). In the policy on open research
from the Norwegian Research Council, the FAIR data principles are described as the
international guidelines for reuse of research data (The Research Council of Norway, 2020).
The FAIR (Findable, Accessible, Interoperable, Reusable) principles are guiding principles
for enhancing reusability of data (Wilkinson et al., 2016). Both the final guide for
implementation of Plan-S (cOAlition S, 2019) and the Policy on open research (The Research
Council of Norway, 2020) were produced from several rounds of input from debates and
hearings involving multiple stakeholders in research. These hearings and debates were

discussions with which several participants were familiar or had been involved in.

Both Plan-S (cOAlition S, 2019), ‘the new policy’ (The Research Council of Norway, 2020),
GDPR (The Norwegian Personal Data Act, 2018) and what would happen with the
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Norwegian Centre for Research (Ministry of Education and Research, 2019) were the topics

the participants brought up in the second interviews in April 2019.

In a press release in February 2021, the Ministry of Knowledge and Research announced
further reorganizations (Ministry of Education and Research, 2021), which will likely result
in all three infrastructure providers interviewed being part of the same service provider’s
organization, UNIT, led by another newly established Directorate for Higher Education and
Skills. This ongoing reorganization represents a flip in the ownership of the infrastructural
development from university-driven and consortia-owned, to a centralized service provider

that will be organized under the Directorate for Higher Education and Skills.

1.4 Thesis outline

Chapter two presents the theoretical background and the main concepts in the study including
research data, the sociotechnical infrastructure, boundary objects, invisible experts, and
marginal people. Chapter three presents new literature on data sharing according to the
stakeholders perspectives presented in the different studies and examples of how boundary
objects are used in analysing entitles within scholarly communication. Chapter four presents
the study design and ethical consideration. Chapter five provides an overview of the three
articles including main findings and research questions investigated in each article. Chapter
six discusses the research questions in the light of findings presented in the three articles,
limitations of the study, reflections on the research design, and provide recommendation for
future research. Chapter seven concludes by answering the research questions and describing

implications.
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Chapter 2. Theoretical background

The theoretical background and conceptualization of relevant terms describe the bases for
understanding the infrastructural landscape presented in this thesis. Terms do not have a
single, true meaning but are filled with our own interpretations and understandings of a
phenomenon. Different understandings of the same concept are part of the challenge when
stakeholders discuss research data and infrastructure. This is illustrated with different
perceptions of research, data each serving different purposes. Further knowledge
infrastructure and boundary objects emerging out of a socio-technical understanding of
infrastructure are introduced. Following this, we present the approach to expertise and people

in the margins or borderlands between worlds facilitating translation.

2.1 Research data

The term data can be found everywhere; data are both the industry and raw material of the
twenty-first century. Access to data and computational power to analyse and predict based on
big data have resulted in metaphors such as ‘data is the new oil” (Palmer, 2006). Artificial
intelligence and data science, by creating predictions based on large amounts of data, have
directly linked data with new knowledge. Big data, artificial intelligence and data science are
defining our age. Much research involves artificial intelligence and data science focusing on

exploiting the potential of big data.

Merriam-Webster defines data as ‘factual information (such as measurements or statistics)
used as a basis for reasoning, discussion or calculation” (Merriam-Webster Dictionary, 2021).
The term data was first used in English in 1646, already then in the plural form of data as
opposed to the singular datum (Borgman, 2015).
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Through historical analyses of the usage of data as a term, Borgman concludes that ‘data are
neither truth nor reality. They may be facts, sources of evidence, or principles of argument
that are used to assert truth or reality’ (2015, p. 17). Different definitions serve different
purposes; for the purpose of this study, we will follow Borgman’s definition of research data
as ‘representations of observations, objects, or other entities used as evidence of phenomena
for the purpose of research or scholarship’ (Borgman, 2015, p. 29). Research data are
interwoven part of research itself, defined by their usage (when) rather than their substance
(what): their form, origin, or rawness. Borgman’s definition highlights how research data are
the representation of phenomena or entities, not the phenomena or entities themselves.
Further data are defined by the purpose for which they are used, it is not the representation
itself that makes the data; it is the application for a given purpose that makes the data. Data
are the evidence of phenomena that are created, compiled, or otherwise established in the
process of doing research, and what researchers base their conclusions on. Research data are
an interwoven part of the research itself. One person’s data can be another’s results, and the

distinction between data and information is a blurry line at best.

Another definition of research data can be found in the OECD report from 2007:

Factual records (numerical scores, textual records, images and sounds)
used as primary sources for scientific research, and that are commonly

accepted in the scientific community as necessary to validate research

findings (p. 13).

Like Merriam-Webster’s definition of data, this definition first lists the material as factual
records and examples of these and then the relation to research. Similar approaches to

defining research data are found in funders’ policies:

The term ‘research data’ is defined in this policy to mean the
registration/recording/reporting of numerical scores, textual records,
images and sounds that are generated by or arise during research projects.

(Research Council of Norway, 2017)

These definitions reflect how data are understood as the material generated during the

research project. The project is again funded by the respective agency, which requires the
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researchers to share ‘as open as possible, as closed as necessary’ (European Commission,
2016a). These definitions from research funders serves the purpose of arguing for sharing

according to the funders policies.

Another term commonly used in the context of research is ‘raw data’. This term reflects the
idea of data as something pure and unbiased. Bowker states that ‘raw data is both an
oxymoron and a bad idea’ (2005). Data are never raw and unbiased but always the result of a
decision-making process (Ribes & Jackson, 2013). Research data are collected and created
based on the researcher’s knowledge, interests, funding, tools and methods. A software
update or new eyes reviewing the analysis could have an impact on research results, this
makes the documentation of decisions made along the way essential to ensure data quality.
Research data are defined by their usage, not by their form, origin or rawness, they are not

‘pure or natural objects with an essence of their own’ (Borgman, 2015, p 18).

According to Borgman ‘Public good’ is a premise of open science, where nonrival and
nonexcludable are the defining elements (Borgman, 2007, p. 35). Nonrivalrous and
nonexcludable are also properties assigned to information and data (Floridi, 2010; Kitchin,
2014, p. 11). The nonrival element implies that sharing does not lessen the value. The rival
element is often present prior to publication of findings, and exclusivity to publish first is one
of the major concerns amongst researchers regarding data sharing (Corti, 2014). For scholarly
production from research data to articles, increased usage can increase value. Data and
publications that are commonly used might be viewed as the core knowledge of their
respective disciplines. Because the importance of researchers and their contributions to a field
is commonly calculated based on reuse in terms of referencing, nonexcludable implies that it
is difficult and costly to hold the items exclusive while putting them to use. Work on sharing
personal health information in Europe shows how challenging it is to keep access exclusive
(Beyan et al., 2020). In this example, the importance of the privacy of the data subjects is
valued and holding access exclusive becomes the condition. However, where privacy is not a
concern, sharing data openly might simply be easier than creating restrictions for access and

reusc.

Research data as a concept is fluid, and the same material can be regarded differently by
different researchers, one person’s data is another’s technicality or noise (Haider & Kjellberg,

2016). Haider and Kjellberg describe how the handling of data leaves a path of versions
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regarded as problems, possibilities, noise, or technical issues. They further observe how “the
transience of research data that we encountered is expressed in the various temporally
structured descriptions employed, and also in the way in which the digital materiality of data
in use is constantly changing” (Haider & Kjellberg, 2016). This is supported by a
forthcoming study of a multidisciplinary research group describing that what are referred to

as data can be completely different depending on the researcher (Dutoit, forthcoming).

Haider and Kjellberg are referring to “the material research” (2016) when discussing the role
of data, implicitly acknowledging the existence of immaterial research traditions, some of
which exist without research data. While the contextual understanding of data is broad and
inclusive, I acknowledge that no-data research exists, as I will elaborate on in the methods

chapter (Chapter four).

Acknowledging that different definitions are in use, serving different purposes is important
when interacting with different stakeholders, all with their own perception of what data are.
These difficulties in defining data poses difficulties for data curation; policy defines research
data according to their goals, while researchers or archives might operate with different

understandings whereby applying the policy subsequently becomes challenging.

While Borgman clearly makes the usage and purpose of data for research or scholarship a
condition, the lines become blurry for data collected for one purpose but not used. An
inclusive understanding of purpose and usage is necessary to ensure that data from
unpublished results, typically negative findings or research that remains uncompleted for
various reasons, are included in our understanding of research data. In a knowledge
infrastructure for research data, describing the data is just as important as the data per se
(Bowker, 2005); documentation and descriptions recognize the temporality of the data. The
when and purpose can be just as essential as more material attributes of data, and the
documentation and metadata are the strings tying the data to the research and their origin

(Borgman, 2015).
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2.2 The sociotechnical infrastructure

This thesis follows a sociotechnical approach to infrastructure which is distinctly different
from the commonly understood definition of infrastructure found in the dictionary.
According to the Oxford English Dictionary, infrastructure is “A collective term for the
subordinate parts of an undertaking; substructure, foundation; spec. the permanent
installations forming a basis for military operations, as airfields, naval bases, training
establishments, etc’. ((OED online, 2018). Whereas a more common understanding of
infrastructure is described in lexico.com: ‘The basic physical and organizational structures
and facilities (e.g. buildings, roads, power supplies) needed for the operation of a society or
enterprise’ (Lexico Dictionaries, 2021). Both these definitions are material emphasizing the
physical installations. In the contrast ‘human infrastructure’ emphasis the organization of
actors necessary for work to be accomplished (C. P. Lee et al., 2006). The sociotechnical
approach to infrastructure used in this thesis acknowledges both the physical installations and
the human and organizational. In data curation, the “people” side of the infrastructure is
where the larger gaps are found (German Council for Scientific Information Infrastructures

(RfID), 2019).

Within research data management, the terms infrastructure, data infrastructure and e-
infrastructure describe the combination of digitally based technology, resources (data) and
communication (protocols, access management and networks) and the support people and
organizational structures (Kitchin, 2014, p. 23; Whyte, 2012, p. 210). Star and Ruhleder’s
(1996) describe infrastructure as a relational concept in which technology can become
infrastructure within a given context or practice. However, it is not the hardware or software
that forms the infrastructure; something becomes infrastructure when used and applied in a
context. The question is when rather than what is an infrastructure, as research data
infrastructure is a relational concept; it is the application that makes something infrastructure
not the technology within (Star & Ruhleder, 1996). Star and Ruhleder (1996) describe eight
dimensions (Table 1) from which infrastructure emerges, each highlighting different qualities
of the infrastructure as a socio-technical concept. For the current project the dimensions
relating to requests (1. Embeddedness), expertise (4. Learned as part of membership and 5.

Links with conventions of practice) and standards (6. Embodiment of standards and 7. Built
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on an installed base) are particularly relevant, and are contextualized in the two following

sections.

Infrastructure emerges with the following dimensions

Il. Embeddedness 2. Transparency

3. Reach or scope 4. Learned as part of membership

5. Links with conventions of practice 6. Embodiment of standards

7. Built on an installed base 8. Becomes visible upon breakdown

Table 1 Dimensions of infrastructure from Star and Ruhleder (1996)

‘Embeddedness’ describes how infrastructure is built into other structures, both social and
technological. Infrastructures respond to a need and do not exist independent of it. The
infrastructures for research data are constructed to respond to political and professional
requests; the technologies are adapted to best support these needs and be adaptable to future
needs. The key challenge here is getting data curation infrastructure embedded in the day-to-
day work practices of researchers. Currently many researchers are unaware of for various
reasons are reluctant to use this infrastructure. The embedding of research data management
and curation in the researchers’ workflow represents a cultural change in how research data

are shared and disseminated.

‘Learned as part of membership’ reflects how communities of practice take the existence of
artefacts and organizational arrangements for granted (Star & Ruhleder, 1996), while
memberships for outsiders require that they become familiar with the practice within (Star &
Ruhleder, 1996). The expertise held by those developing and using infrastructure are part of
the infrastructure itself, as highlighted by the concept “knowledge infrastructure’ which
‘comprise robust networks of people, artifacts, and institutions that generate, share, and
maintain specific knowledge about the human and natural world’. (Edwards, 2010, p. 17). In
his application, Edwards (2010) uses knowledge infrastructure as a concept to describe the
sharing of data and scientific knowledge regarding climate data. In the context of research
data management and knowledge infrastructures for research data the communities of

practice are many and the expert stakeholders can hold membership in one or multiple of
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these. Understanding the membership in communities as a dimension of infrastructure is

central to the approach for investigating infrastructures use in this thesis.

The phrase ‘links with conventions of practice’ emphasizes how infrastructures are developed
by users through usage. This aspect of infrastructure reflects the dynamic relationship
between the user, technology, and usage. Design shapes how an infrastructure is used, and
usage can again influence the design (Bijker & Law, 1992; Lindsay, 2003). Lindsay describes
a transition in the usage of computers and how ‘the construction of users, user-representation,
and technology is not a static, one-time exercise by the designers’ (2003, p. 30). Research
data infrastructures are in a developing phase, where they are moving from being something
for a limited group of researchers within certain domains to being adapted by all researchers
as part of everyday research infrastructure. Research data infrastructures are no longer
reserved for use in traditionally data-intensive domains; however, these are still the most

visible practitioners influencing their development (Borgman, 2015).

‘Embodiment of standards’ refers to how infrastructures connect to existing standards and
other infrastructures; they do not exist in a vacuum but must work interoperable with the past
and the future. Applying open standards to support transparency is also one of the key
messages in research data management as communicated through the FAIR principles (Mons
et al., 2017). In the FAIR principles, usage of existing standards is encouraged rather than the
development of new standards (Wilkinson et al., 2016). The embodiment of standards
according to the FAIR principles is essential in mapping the knowledge infrastructure for

research data to past and the future.

Finally, infrastructures do not grow out of thin air but are built on something, they are ‘built
on an installed base’. The name refers to how existing paths are used for a ‘backwards
interoperability’(Star & Ruhleder, 1996). When an organization is developing new services
for research data, these are created based on the existing infrastructure, expertise and
collaborations within that organization. The libraries existed long before the research data
services did — the libraries form the installed base upon which the research data services are
built — the research data services use existing library infrastructure (e.g., physical space, staff
& their expertise, curatorial methods, technical facilities etc). The installed base is the
existing infrastructure on which new infrastructure is built and defines the standards for

current and future interoperability. Infrastructures are developed based on existing social and
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technical structures, applying and often maintain standards. Only then can the infrastructure
be adapted to future usage while maintaining the connections with the existing, the installed

base.

For research data infrastructures, the term knowledge infrastructure is widely used (Borgman,
2015; Edwards, 2010; Edwards et al., 2013). The socio-technical approach to infrastructure is
embedded in the knowledge infrastructure concept where the technical and human are
approached under one (Borgman, 2015; Edwards, 2010). What we know and who we trust

are learned and based on our social relations (Van House, 2004).

There is no “view from nowhere’ — knowledge is always situated in a place,
time, conditions, practices, and understandings. There is no single

knowledge, but multiple knowledges. (Van House, 2004, p. 40).

This understanding knowledge as socially situated, based on trust, credibility and practice
connects with the concept of infrastructure as defined by Star and Ruhleder. By combining
the terms, knowledge infrastructure as a concept highlights the need for knowledge to
connect the infrastructures with the future and the past, the invisible work conducted to
facilitate this, and the added value created through curation and exchange of research data. In
this case, this involves a knowledge infrastructure specifically for the collection, circulation,
storage, management, curation, and reuse of research data. Knowledge infrastructure
describes the transformation of observations into widely accepted knowledge, which Edwards
argues is the reason why we today ‘can think globally about climate change’(2010, p. 8).
According to Edwards, the knowledge infrastructure becomes the condition for the existence
of a whole area of research. It is not the bits and pieces by which that the infrastructure is
built up, but rather the continuity of multiple systems and people in a global network of
climate data (Edwards et al., 2013). There are no longer clear boundaries between data,

infrastructure, and research, it is one knowledge infrastructure.

This understanding approaches infrastructures as ecologies or complex adaptive systems
consisting of numerous systems with different origins and different goals interoperating
through standards, norms and social practices (Borgman, 2015, p. 33; Edwards et al., 2013, p.
5). A knowledge infrastructure becomes the multitude of systems and people connecting and

creating scholarly output through the research data life cycle. The knowledge infrastructure is
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the ecology in which research is taking place where the ‘digital materiality of data in use is
constantly changing’ (Haider & Kjellberg, 2016). The knowledge infrastructures as a concept
encourages a holistic perspective on research data as a process rather than a fixed entity. The
knowledge infrastructure is the ecology making digital research possible. Knowledge
infrastructure as a concept that overlaps with the concept of knowledge commons (Hess &
Ostrom, 2007); both concepts can be used for describing the ecologies for resource exchange
with the goal of knowledge creation. Knowledge commons, however, is also used as a name

to denote institutional data repositories.

2.3 Boundary objects

The knowledge infrastructure is the environment investigated; the different stakeholders are
actors within this environment, all holding different expertise and having different
perspectives and objectives but who nevertheless have to work together: boundary objects are
one way of getting these very different entities to work together effectively. Infrastructures,
objects, and communities of practice are all interwoven in an ecology. Boundary objects were
developed as a concept and introduced by Leigh Star as ‘those objects that are plastic enough
to be adaptable across multiple viewpoints, yet maintain continuity of identity’(Star, 1989).
The understanding of and typology of boundary objects were developed in the investigation
of researchers’ collaboration with each other and with other professions within a research
hospital (Star, 1989) and in a zoological museum (Star & Griesemer, 1989). Both
explorations of boundary objects as concepts describe how different stakeholders relate to the
same object in different ways: understandings are translated through the usage of boundary

objects, which helps facilitate collaboration between different fields.
Star and Griesemer identify four types of boundary objects: repositories, ideal types,

coincident boundaries and standardized forms. Each has distinct characteristics and functions

(Star & Griesemer, 1989; Star, 1989).
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Repositories are described as ‘ordered files of objects that are indexed in a
standardised fashion’ (Star, 1989) memory institutions; libraries, archives and
museums are named as some examples of repositories.

Ideal types are platonic objects that do not accurately describe anything and are
‘abstracted from all domains’(Star, 1989); however, they have a symbolic meaning in
the means of communication as an object in between, connecting different domains.
Examples of ideal types are maps or early atlases of the brain, none are exact
descriptions of an item or location, they are adaptable intermediators of information
(Star, 1989).

Coincident boundaries are ‘common objects that have the same boundaries but
different internal contents’ (Star, 1989). Star uses the example of different
aggregations of data in the same geographical area (Star, 1989), the same physical
location have different contents for professionals of different domains, say a biologist,
a geologist and an archaeologist.

Standardized forms are ‘objects that can be transported over long distance and convey
unchanging information’ (Star, 1989). Standardized forms are created for the
collection of certain information describing and contextualizing something. Star uses
the “Fits sheet” where relatives filled out information about epileptic attacks for the
doctor to analyse as one example of a standardized form (Star, 2010). In analysing
these, she finds that much information is found not to fit in either of the questions or
columns in the form, but rather scribbled on the side, what the caretaker finds relevant
to communicate is not necessarily what the doctor finds relevant to ask about, the
standardized form is the common object translating between these worlds (Star,

2010).

The term boundary describes the point where different worlds meet, start and end. As stated

by social anthropologist Barth, ‘It is clear that boundaries persist despite a flow of personnel

across them’ (1996, p. 9). His theory on how identity is created on the boundaries in the

encounter with others was developed based on the studying of cultures. Through the notion of

boundary objects, this approach is adapted for the investigation of society and technology and

how items and objects have different meanings or functions in different cultures. The fact that

the objects originate in, and continue to inhabit different worlds reflects the fundamental

tension of science: how can findings that incorporate radically different meanings become
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coherent? (Star & Griesemer, 1989, p. 392). It is the social meaning of the object that is

investigated, which is developed through its usage and in dialogue with its users.

One key feature of boundary objects is their plasticity; the same objects are used and
understood in different ways. Boundary object as a concept and label are used and applied to
something for the purpose of analysing their function. When the boundary object as a label is
applied, meaning is read into the image of an object, influencing further development. This is
a dynamic process of interpretation following the plasticity of the boundary object. Different
understandings of the same concept are highlighted by Star as a reoccurring

misunderstanding in dialogue with others:

When a named symbol of an action or thing is presented to us during an
inquiry dialogue, we easily move from the presumption of a consensus on a
shared understanding of the context to the presumption of a consensus-
shared meaning that it has for all of us in that inquiry dialogue. (Boland,
2016, p. 236)

By conceptualizing boundary objects, dialogue, understandings of different perspectives and
the translation between perspectives are allowed. Jacob & Albrechtsen (1998) used boundary
objects as concepts in the analysis of two digital library systems, here finding that the
mediation between documents and users can be regarded as an information ecology enabled
by the usage of both tacit and explicit knowledge. In their articles different elements in the
digital library systems are categorized according to Stars four boundary object types (Jacob &
Albrechtsen, 1998). Corsaro (2018) addresses the importance of boundary objects to
coordinate interaction in digital contexts. Arguing that when something is transferred across
boundaries such as physical to digital, the boundary objects are what facilitate the translation

and transition (Corsaro, 2018).

After elaborating on what boundary objects are, a timely question is also “what is not a
boundary object” (Star, 2010). Star describes the limits of when it is reasonable to use the
concept of boundary objects as scale and scope (Star, 2010). For scale she uses words as
examples; words might fit the description of boundary objects, but it will rarely be
meaningful to apply the theories of boundary object to analyse how words carry different

meanings depending on context (Star, 2010). Regarding scope, Star argues that boundary
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objects are useful for studying limited contexts rather than applying them to large general
claims, such as ‘many people have different interpretations of the American flag’ (Star,
2010). Further arguing that this ‘does not get us very far analytically in understanding both
the materiality and the infrastructural properties of this flag’ (Star, 2010). While
acknowledging that anything can be a boundary object, Star argues that using a boundary
object as a meaningful way of analysing something has its limits in scale and scope.
Analysing something as boundary objects is most useful at an organizational level, to

understand the materiality and infrastructural properties of objects (Star, 2010).

Wakeford suggests in her application of Star’s theory a ‘relational mapping—between the
multiple marginality of people and the multiple naturalizations of objects through boundaries
and standards’ (Wakeford, 2016, p. 82). Drawing inspiration from Wakeford’s application of
Star, my analysis of the knowledge infrastructure attempts to follow the relations between the
people, objects, boundaries, and standards mapping the function of expertise and objects in
the infrastructure. The relations between infrastructures, expertise and boundary objects
becomes visible in the work on classification by Bowker and Star (1999). When analysing
and describing the infrastructures, Bowker and Star make visible the human-made
concessions regarding ‘the nature and quality of data before hoping to gain any kind of entry
into hospital information systems’ (Bowker & Star, 1999, p. 313). Agreements on practice
and classification are essential for the quality of the data entries as concessions are based on
the knowledge and expertise of the actors involved. Using concrete examples from practice in
analysing social functions is recurrent in Star’s work. Hence, I explore roles and knowledge
exchange in the knowledge infrastructure for research data management and knowledge
exchange through a sociotechnical infrastructure perspective applying the theories of
boundary objects, marginalization, and invisible work building on examples from the three

articles compiled in this thesis.

2.4 Invisible experts and marginal people

Knowledge in terms of expertise can be understood as different skills people possess and the

way knowledge necessary to perform tasks in a workplace is both structured and unstructured
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(Hildreth & Kimble, 2002). Each group has distinct practices with tacit knowledge embedded
in the socializations and interactions between members (Nonaka, 1994). Nonaka and
Takeuchi (1995) differentiate between tacit and explicit knowledge, as the concrete and

invisible types of expertise individuals hold.

Collins and Evans (2008) develop this further in a more complex table of expertise, including
terms such as interactional expertise and contributory expertise. Both interactional expertise
and contributory expertise are considered to require specialist tacit knowledge (Collins &
Evans, 2008). Interactional expertise is the lower level of specialist knowledge used to
describe the skills of communication and translating (Collins & Evans, 2008). Collins and
Evans describe interactional expertise to be found in between the activity and the theory of
the activity as described in books or computers (Collins & Evans, 2008). Interactional
expertise is the expertise required to understand and apply the semantic, to master a skill on
the level to be able to describe it with a fluent language, without having the practical skill to
preform it, slowly accomplished “through conversation with the experts”(Collins & Evans,
2008, p. 32). To perform or conduct an activity with competence, contributory expertise—
which is considered the highest level of expertise—is required (Collins & Evans, 2008).
Performing, doing, or knowing something is a practical skill often visible when gained, but
once it is mastered, it becomes routine. Contributory expertise overlaps with the concept of
‘knowing in practice’ (Orlikowski, 2002) connecting the expertise and tacit knowledge with
communities of practice. Orlikowski describe knowing in practice as “an ongoing social
accomplishment, constituted and reconstituted as actors engage the world in practice”

(Orlikowski, 2002, p. 245).

This categorizing of different types of expertise can be useful for naming and making
different types of skills visible. Invisible work is work that is taken for granted as part of a
background routine. ‘If one looked, one could literally see the work being done — but the
taken for granted status means that it is functionally invisible’ (Star & Strauss, 1999).
Invisible work is further described to often ‘include tacit and contextual knowledge, the
expertise acquired by old hands, and long-term teamwork’ (Star & Strauss, 1999). Sylvain
addresses the role of invisible work in infrastructural development, arguing that it is the
‘industrial design, regulatory arrangements and human labour that have put the Bigtech in
their positions of control’ (Sylvain, 2019). Through this argument Sylvain points towards the

importance of policy and regulation as parts of the invisible work conducted in infrastructure
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development. One example of the invisibility of infrastructural work is ‘the tendency to
delegate responsibility to ICTs as an increasingly authoritative intermediary agent’ (Floridi,
2015, p. 58). Floridi refers to this as the action-oriented analysis of ethical problems,
referring to people’s tendency to ‘dismiss an error as only the fault of a computer’ (Floridi,
2015, p. 58). Instead of delegating and dismissing ethical concerns as the responsibility of the
machine, Floridi argues for information ethics as a way of addressing the importance of
moral concerns that are not immediately agent- or action-oriented and anthropocentric
(Floridi, 2015, p. 62). “Without information there is no moral action, but information now
moves from being a necessary epistemological prerequisite for any morally responsible
action to being its primary object ontologically’ (Floridi, 2015, p. 64). Information ethics
investigates the ethical impact of ICTs on human life. The level of abstraction used for
information ethics is helpful in analysing the sociotechnical infrastructure by acknowledging
the involvement, decisions, and invisible work of people at all levels of computational

development.

In her characterization of knowledge infrastructures, Borgman (2015) uses the term invisible
work, building on Star and Strauss when stating that, ‘To document, organize, and manage
scholarly information is essential for others to discover and exploit it. Invisible work is both
glue and friction in collaborations, in the development of tools, in the sharing and reuse of
data, and many other infrastructure components’ (Borgman, 2015, p. 34). Such intermediary
work within an infrastructure is conducted by an intermediary or translator in dialog with
users and requires high-level expertise. This expertise often remains invisible (Jacob &
Albrechtsen, 1998). However, when the intermediary work is removed, it also becomes
visible (Jacob & Albrechtsen, 1998). This happens typically when workflows are changing in
a knowledge infrastructure. The importance of networks and good communication is

exemplified by Star and Strauss as the work of secretaries (Star & Strauss, 1999).

In the context of boundary objects, Star and Griesemer also introduce the concept of marginal
people or ‘allies’ (1989). Between the allies and object, there are passage points where a
translation is taking place. When using the term marginality, it refers to memberships in
multiple communities of practice, often existing in the margins of these communities.
Marginal people are both inside and outside of multiple worlds (Bowker & Star, 1999, p.
300). However, they can be overlooked or excluded because they are not in the centre of

either community, but rather with one foot in each. They are the borderlands, the coexistence
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of two communities of practice in one person (Wakeford, 2016). This marginalization is not
synonymous with the traditional usage of marginalized as powerless. By having memberships
in multiple communities and speaking the language of different worlds, marginal people can
translate the meanings of boundary objects. The “ability to triangulate from the margins’, to
see and think differently about things, is one of the skills assigned to the marginal people
(King, 2016, p. 342). The importance of having people who see things from inside and
outside at the same time is often unrecognized. The translations performed can be invisible to
each of the communities but are essential for boundary objects to move between the different

communities. Wakeford argues that:

‘first, we must think of “communities of practice” in so far as they link
together actions, people and artifacts. Second, we have to find the
“boundary objects” and the work of translation and communication
between communities of practice. Third we should consider “borderlands

and “monsters”” (Wakeford, 2016, p. 82).

While borderlands are the coexistence of communities within a person, monsters are similar
but different, defined as “objects which refuse to be naturalized’ (Wakeford, 2016). Both are
marginal people, but the coexistence of communities can be either functioning as borderlands
or dysfunctional monsters where there are multiple ostracisms. In the context of knowledge
infrastructure, the different stakeholder groups represent different communities of practice.
Those individuals who operate between these communities are the borderland, the marginal

people.
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Chapter 3. Literature review

The studies presented here contribute to the analysis conducted in this thesis by providing
knowledge of expertise within the knowledge infrastructure for research data. The literature
is structured according to two main themes: Perspectives on data sharing expertise; and the
application of boundary objects within scholarly communication. Structuring perspectives on
data-sharing expertise according to stakeholders addressed in the studies illustrate gaps and
tensions between stakeholder groups and the way research data management is addressed.
Examples are given to show how boundary objects are used within the domain of scholarly

communication to address entities that cross the gaps between stakeholders’ domains.

The literature is selected to complement the literature presented in each of the articles and to
elucidate the research questions investigated in this thesis. The focus has been on identifying
recent research (2017 — spring 2021). The articles were identified through: Searching in the
library and information science data base LISA; by searching and browsing journals such as
Library and information science research, Journal of documentation, Library tech,
Information Research, Jeslib, Portal, and College and Research Libraries, in addition to
browsing in the proceedings from ASIST, IConference, and International Digital Curation
Conference. Terms used in searching include research data, data sharing, research data
management, data steward, boundary objects, knowledge infrastructure, Socio-technical
infrastructure. Through reading, annotation, note taking and using keywords, the literature
presented in this chapter is identified as contributing to the analysis of the discussion in

chapter six.
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3.1 Perspectives on data sharing expertise

The sharing of research data and the creation of machine-readable data are creating new
workflows; along with this comes the call for new types of expertise. Several studies
highlight that balancing different skills needed for data stewardship and prioritising new
skills to be acquired and activities to be performed remains a challenge (Darch et al., 2020;
Hannah et al., 2020; Henderson, 2020; Scroggins et al., 2019). This chapter is structured
according to the stakeholders’ perspectives addressed. The literature describes how
policymakers embrace the FAIR principles, while practitioners struggle to agree on what the
main terms imply in practice. The repository perspective focuses on interoperability and
reusability. The gap between high-quality, detailed documentation and interoperable
standards makes the interoperability of metadata a complex issue for data repositories. In
addition, data repositories struggle with targeting their communities and identifying the user,
or re-user of data. Researchers face the challenges of balancing their own agenda of
conducting research with other stakeholders’ agendas. They also struggle to disseminate the
homogeneity of research as domain and to ascertain how traditions of research are impacted
by research culture and international collaborations. Data management services in
universities are often coordinated by the library and include collaborations with a multitude
of stakeholders, each bringing their own domain practices and interests to the table. At the
same time, services are requested at multiple levels, making the targeting of curation services

and divisions of stewardship roles a complex task to monitor.

3.1.1 Policymakers and the FAIR principles

When investigating the extent to which researchers’ data sharing behaviour is influenced by
policy pushing for data-sharing, Mallasvik and Martins find the co-existence of different
logics; one prizing openness and sharing, the other control and self-interest (Mallasvik &
Martins, 2020). This coexistence of different perspectives is echoed by findings from Higman
and colleagues pointing at a gap between different goals with data sharing; internal benefits
of sharing for research within a research project, are not always related to open data and
interoperable sharing, in the way open and interoperable are emphasized by policymakers
(Higman et al., 2019). This resonates with Haider and Kjellberg (2016) who draw up a

distinction between the ideas of open, available and accessible and data sharing as value
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embedded and the practice of research data management which resides in the background.
While data sharing and open access for research data are different approaches and different
conditions for availability and reuse, research data management ostensibly following the
FAIR principles can be seen as the enabler (Haider & Kjellberg, 2016; Kraaikamp et al.,
2019). Such gaps between stakeholders’ perspectives need to be acknowledged and balanced

in research data services.

Policymakers are increasingly embracing the FAIR principles as the standard of excellence
for the ways by which research data and data-driven science can be improved (Burgelman et
al., 2019; European Commission, 2016b). FAIR and Open embed values attracting the
attention of policymakers, whereas research data management holds internal benefits for the
researcher, project and institution by dealing with practices throughout the life cycle (Higman
et al., 2019). In a study of how data managers address the FAIR principles, Donaldson and
colleagues find that there is no clear agreement among practitioners regarding the definitions
of the main terms, namely findable, accessible, interoperable and reusable (Donaldson et al.,

2020).

3.1.2 Repository perspective

Metadata which lie at the core of the FAIR principles is not a straightforward issue and
challenges are common in terms of the right metadata standards and level of details in
metadata descriptions (Bishop et al., 2019; Kim et al., 2019). For retrieval and
interoperability, metadata should be more standardized to clarify potential ambiguity across
disciplines (Kim et al., 2019; Mallasvik & Martins, 2020). There is also a need to improve
metadata integrity, consistency, and transparency in data archives (J.-S. Lee & Jeng, 2019).
On the other hand, extraneous metadata have been found to make assessment of usability
more complex for (human) reusers (Bishop et al., 2019). Further proper documentation
requirements related to data code and methods is a problem (Yan et al., 2020). The focus on
interoperability does not address the issue that researchers also need the right competencies to
interact with data (Bishop et al., 2019). Accordingly, the most difficult aspects of FAIR to
fulfil are reusability and interoperability (Kim et al., 2019).
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The EU imitative European Open Science Cloud (EOSC) is developed with a focus on
including different research data infrastructure projects in the same European solution
(Limani et al., 2019). However, it does requires multiple types of expertise to implement best
practices and open standards across research disciplines to enable interoperability between
infrastructures (Limani et al., 2019). Human skills such as listening, translating needs to data,
and understanding a collection and its materials are highlighted as some of the many parts of
work taking place in data organization (Donaldson et al., 2020). The process of depositing
data is based on humans and trust (Kim et al., 2019). Depositing data means that
responsibility, including the rights and permissions to manage and access data, is transferred
from researchers to data organizations through forms and contracts (Kim et al., 2019). With
machine access, the repositories no longer have control over designated community choices
(Donaldson et al., 2020). This change in interaction and designated communities is forcing
repositories to rethink the way they operate and interact with users. The focus in digital
curation is currently on preservation of resources, without clear understandings of users and
usefulness (Kouper, 2016). Both Donaldson and Kouper (2020; 2016) suggest that there

needs to be more focus on relevance and future usage.

Data-reuse was primary for the purpose of new and comparative analyses. Only rarely were
data reused for the purpose of reproducing research (Yan et al., 2020). Experience with data-
reuse was found to significantly increase perceived benefits of data sharing, implying that
data sharing, and data reuse are interrelated (Yoon & Kim, 2020). The reuse experience as
driver for sharing, resonates with Goben and Griffin’s observation that the culture of a
research group is more significant for a researcher’s data sharing behaviour than formal

training (Goben & Griffin, 2019)

3.1.4 Researchers’ perspectives

Investigations of the researchers’ perspectives uncovers several tension between researchers
and other stakeholders in the domain (Berman, 2017; Cooper & Springer, 2019; Darch et al.,
2020). Moreover, there is no such thing as a typical researcher. Researchers and their
practices are homogenous and constantly pushing boundaries by creating new knowledge,
new methods, and critically disseminating (Berman, 2017). Perusing data sharing must take

into account the epistemic culture of the domain, to avoid unintended negative consequences
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(Darch, 2018). Whereas multinational research collaborations, require dialogue between the
partners regarding issues such as accreditation, licences and conditions for reuse permissions

to share data openly (Zuiderwijk & Spiers, 2019).

Researchers request both outreach services, such as university level support and
infrastructure and inward organizational services including data description and versioning
(Berman, 2017). Discipline-specific support play an important role in facilitating good data
management (Andrews Mancilla et al., 2019). However, there is a risk that good intentions
are lost behind an ambiguous term when there is confusion about what data stewardship
means (Andrews Mancilla et al., 2019). In research data management, there is a need to
develop services that respond both to the demands of the researchers and to the demands of
the academic leadership at the university, recognising and addressing the dissonance between
these demands (Berman, 2017). These researchers’ data-sharing practices are influenced by
institutional policy informing their beliefs and guiding their behaviour, balancing the logic of

openness versus that of control (Mallasvik & Martins, 2020).

The identification of emergent data communities and tailored support is essential to allow
grass-root initiatives to grow (Springer & Cooper, 2021). Data communities building from
the ground up are important; these need the support from larger organizations through the
development of technical solutions that make data types more shareable (Springer & Cooper,
2021). The gap between the motivations of the researchers and the infrastructure developers
requires addressing divergent motivations to alleviate tensions created between domain
researchers and infrastructure developers (Darch et al., 2020). The expectations of the domain
researchers must be managed carefully (Darch et al., 2020). The developers have a different
commitment and often have multiple projects in addition to constraints based on the installed

base on which the infrastructure is developed (Darch et al., 2020).

3.1.3 Data management services in universities

Researchers and universities have been given policy mandates through FAIR, requirements
of data sharing and data management plans. Universities have attempted to develop data
management services to help fulfil these mandates and policy requirements (Cox, Kennan, et

al., 2019a). As policymakers increasingly are requiring data to be made available according
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to the FAIR principles, researchers are turning to their university libraries for assistance
(Darch et al., 2020). University libraries play a leading role in planning and coordinating
research data services within their communities (Cox, Kennan, et al., 2019a; Darch et al.,
2020; Kim, 2020; Tenopir et al., 2017, 2019). Still, university libraries struggle to fill gaps
and balance conflicting interests when providing services and coordinating collaborations

(Cox, Kennan, et al., 2019b; Darch et al., 2020).

The development of research data services is constrained by existing structures and cultures,
creating the need for new partnerships in collaboration with both internal and external
partners (Kim, 2020). Within the universities, the IT Centre and Office of Research are the
most frequent partners, while other collaborations within the universities are with university
archives, legal offices, and other research support units (Tenopir et al., 2017). The

importance of collaborations is also noted by Goben and Griffin (2019) in their analysis of
research data management needs in institutions. They find that libraries are taking steps to
collaborate effectively in communication support; other positive initiatives include handoff of
data by working together with other entities including university IT department, science

award recipients and supercomputing centres (Goben & Griffin, 2019).

To fill gaps in expertise between researchers, data management and infrastructures, several
university libraries have established digital scholarship centres (Hannah et al., 2020;
Mulligan, 2016; Verhaar et al., 2017). Digital scholarship centres are criticized for focusing
too much on innovation and leadership, rather than on applying existing expertise in library
liaisons (Hannah et al., 2020). The library service and being innovative in the development of
new units and services , they are however not taking advantage of the existing structures and
expertise within the library (Hannah et al., 2020). Digital scholarship centres are currently
unsuccessful in incorporating existing expertise in libraries, notably through liaisons and their

subject expertise (Darch et al., 2020; Hannah et al., 2020).

University libraries are critical components of the knowledge infrastructure and referred to as
“an installed base on which research data services are built’ (Darch et al., 2020, p. 2). As any
installed base, the library comes with conditions and a given set of expertise and focus in
their services. Lack of necessary expertise is a challenge; currently libraires are both hiring
staff specifically to support research data services and reassigning existing staff (Tenopir et

al., 2017). This reorganization in both tasks and staffing require library staff who are
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knowledgeable and have the aptitude to learn new skills (Tenopir et al., 2017). The absence
of IT services and research office in studies of research data services in universities might
represent a knowledge gap, as these are involved in the research data services (Cox, Kennan,
et al., 2019a). Consultative services are more frequently offered by the libraries than
technical research data services (Cox, Kennan, et al., 2019b; Tenopir et al., 2019). The
domain of data curation should function as a trading zone of professions, activities and skills,
rather than professionalising one data curator (Kouper, 2016). Being an administrator and
entrepreneur in addition to including staff with backgrounds such as reference and instruction
librarian and data science expertise is an example of multiple skills needed in a domain where

skills shortage remains a challenge (Cox, Kennan, et al., 2019b; Henderson, 2020).

3.2 Applications of boundary objects in the literature

Successful data management requires coordination and collaboration of multiple,
heterogeneous groups of stakeholders. Boundary objects are those objects shared between
multiple heterogeneous groups that facilitate coordination and collaboration between these
groups. In analysing the role of objects in collaborations across multiple domains and
contexts, boundary objects are useful for seeing how disagreements and compromises can be
productive in a dynamic domain. Boundary objects take the focus away from creating
consensus, and instead accept the heterogeneity of the stakeholders. The literature presented
below provides examples of how boundary objects are used to contextualize elements of open
research. The examples of open access (Montgomery & Ren, 2018; Moore, 2017), research
evaluation (Astrém et al., 2017), policy development, and documentation (Wu & Worrall,
2019) all highlight how collaboration and development can flourish without consensus.
Different perceptions of a concept based on context (Montgomery & Ren, 2018) or
application (Astrém et al., 2017) are relevant when analysing how data sharing is happening

across the same dimensions.

In the literature on open research, Moore argues that open access functions as a boundary
object, resonating differently between communities of practice (Moore, 2017). This is echoed

by Montgomery and Ren (2018) in their analysis of open knowledge in China. Montgomery
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and Ren included the whole perspective on open research and how this concept resonated
differently depending on cultural context. Also withing the bibliometric approach to scholarly
communication, boundary objects are used to analyse scientific publications and the
intersection between classification of scientific disciplines and research evaluation (Astrom et
al., 2017). They describe how the classification system for scientific disciplines used in
research evaluation originates in a bureaucratic context, and through classification, the
scientific publications are translated to something that can be evaluated by bibliometric

measures (Astrom et al., 2017).

In the context of research data, Donaldson et al. (2020) describe geoscience data as boundary
objects because they are ‘meant to capture an understanding of an environment or condition
at a specific time and place’. Through this description, it is reasonable to assume that
Donaldson and colleagues include descriptions (e.g. time and place) in their notion of
geoscience data. The understanding of ‘data and their documentation’ as boundary objects is
also put forward by Wu and Worral. Based on a qualitative study of researchers’ perceptions
of data sharing and ownership, they approach both data with documentation and policy as
boundary objects. Arguing that with a common structure and standardization across different
research teams, research communities and the funding agencies policy function as a boundary

object (Wu & Worrall, 2019).

These applications of boundary objects presented in this section are limited but illustrate how
documentation, policy and open research are applied differently by different stakeholders of
research (Donaldson et al., 2020; Montgomery & Ren, 2018; Moore, 2017; Wu & Worrall,
2019).

40



Chapter 4. Study design

This chapter presents the methodology and ethical considerations conducted in the study,
including choices and reflections regarding the method, selection of participants, data

collection, analysis, processing of personal data and data sharing.

4.1 Delphi method

A Delphi study was conducted to collect data from representatives of four different
stakeholder groups: policymakers, infrastructure providers, research support staff and

researchers.

A Delphi study involves multiple rounds of data collection with a single group of study
participants. All participants are expert stakeholders in the topic of the study (in this case,
research data management). Delphi studies are focused on reaching agreement between
stakeholders or solving an issue. In a rapidly developing domain such as that of data sharing,
the Delphi method offers a way of systematically collecting solution-oriented opinions on a
subject or problem. A Delphi study typically contains three phases: 1) the exploration phase,
2) the evaluation phase and 3) the concluding phase (Ziglio, 1996). In each phase, data are
collected and analysed, and the intermediate results are used in the development of the next
data collection phase. In the exploration phase addresses the subject of the study with a
holistic perspective and, if needed, providing additional information elucidating the topic
(Ziglio, 1996). The evaluation phase gathers and assesses the views on the different issues
investigated in the study in dialogue with the expert groups (Ziglio, 1996, p. 9). As a
concluding phase, all the data are brought together and the issues addressed in the study are

investigated through an integrated analysis. (Creswell & Plano Clark, 2018)
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Delphi studies were initially developed to gather opinions on security issues, policy and
development in the USA in the 1950s (Ziglio, 1996) but were later adopted by educational
science and marketing. Gupta and Clarke (1996) describe the Delphi method as suitable not
only for forecasting but also as a procedure for the verification and perfection of a consensus
in decision making when searching for innovative solutions; they further describe the method
as useful in situations where there is a lack of consensus or agreement between stakeholders.
These are features making a Delphi study a suitable method for my project as the domain of
research data management is characterized by the search for innovative solutions combined
with a lack of consensus between stakeholders. Within library and information studies and
research on academic libraries, in particular, the method has become increasingly popular
over the last 20 years (Lund, 2020). Within library and information studies, the Delphi
studies used most frequently are electronically adapted versions of the traditional Delphi
method and different modified Delphi studies. The Delphi method in library and information
studies is most commonly used to identify, predict or evaluate issues and for policy
development and refinement (Ju, 2013). My first encounter with the Delphi method was as a
participant in a study by Frank and Pharo (2015). The method struck me as a pragmatic and

practical strategy for collecting solution-oriented opinions on a subject or problem.

My design can be described as Delphi-inspired by a multiphase-design, mixed-methods
study. Creswell and Plano Clark describe the multiphase-design, mixed-methods study as an
examination of a problem or topic ‘through an iteration of connected quantitative and
qualitative studies that are sequentially aligned, with each new approach building on what
was learned previously to address a central program objective’ (2018, p. 100). Similarly, the
Delphi method contains different phases, each built on the results from the previous phase. In
a classic Delphi study, questionnaires are used in all phases (Gupta & Clarke, 1996; Ziglio,
1996). The benefit of combining qualitative and quantitative data in a Delphi study is the
possibility ‘to create scenarios that give concrete numbers’ (Tapio et al., 2011, p. 1623) while
having rich illustrative content. Tapio and colleagues describe several Delphi studies
combining qualitative and quantitative methods for data collection and how qualitative data
makes the comparison of scenarios easier, while the richness of quantitative data makes the
scenarios more meaningful: ‘Quantification provokes new aspects of qualitative arguments

and vice versa’ (2011, p. 1627).
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I have chosen to use interviews in the first and third rounds and a questionnaire in the second
round. Interviewing helps identify potential misunderstandings or presumptions at an early
stage and allows a broad exploration of a topic in the first round. It would have been possible
to conduct the study merely with interviews; the questionnaires, however, provide
comparable data highlighting agreements and differences, thus making comparisons easier.
The questionnaire in the second phase was developed based on an analysis of the first-round
interviews and, therefore, based on concrete input from the participants. At the same time, it
was possible to get the participants’ feedback on the results from the questionnaire in the
concluding phase. Tapio et al. (2011) highlight how the ‘Delphi process should be open to
questions and topics that emerge in the process and possibly lead to a new understanding of
the phenomenon under study’ and recommend that only a few of the qualitative questions
from the first phase be brought into the quantitative phase. This selection of topics or trends

to follow up on in subsequent rounds is described later in this chapter.

4.2 Participants

In a Delphi study, the selection of experts, which from now on will be referred to as
participants, must be carefully executed. Ziglio highlights how the ‘selection of appropriate
experts’ (1996, p. 14) must not be a matter of personal preference or availability but must
follow a procedure governed by explicit criteria. He further emphasizes knowledge and
engagement, capacity and willingness and sufficient time as the three core requirements for
the selection of participants (Ziglio, 1996, p. 14). Also, Lund recommends selection based on
employment in relevant positions and scholarly publications on topics relevant to the research
(2020). In the current study, employment in relevant positions has been the primary criterion

used to select participants.

The study is limited to expert stakeholders in Norway, this is one of the many pragmatic
choices made to ensure feasibility. Limiting the study to a national context, however, is a
natural administrational level in terms of responsibility, funding, and policy. In Europe, there
is a tradition of giving responsibility for access and use of research data to national data

organizations (Eschenfelder & Shankar, 2020). The division of responsibility for data
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according to national boundaries is known as ‘the fishing zone agreement’ (Eschenfelder &
Shankar, 2020). This territorial division of responsibility for data, like that of fishing zones
(thereby the name), has long been the standard in European countries but with close
collaboration between the data organizations. According to Eschenfelder and Shankar (2020),
the expectations from the data organizations regarding their responsibility for the ‘fishing
zone’ extend beyond the caretaking of sensitive data; they also perceive themselves as
national service providers with an obligation towards researchers in their countries to provide

data services (Eschenfelder & Shankar, 2020).

Researchers in Norway also take part in a multinational community, and Norway is part of
Europe. One example is how the infrastructure providers participating in the present study are
also part of the network of data organizations investigated by Eschenfelder and Shankar
(2020). This illustrates that the word ‘national’ does not mean detached from the global
research communities. Researchers in Norway collaborate with researchers all over the

world.

To investigate the division of roles, tasks, and expertise, it was important to have participants
from both national service providers and universities. Some issues are solved locally, some
are solved nationally, and sometimes, locally developed services become national.
Researchers at four universities, Bergen, Oslo, Trondheim and Tromse (collectively, BOTT)
were selected as focal points for this study. The BOTT universities are the oldest in Norway
and have a long history of infrastructural and administrative collaboration while also
competing and collaborating when it comes to research and funding. All have a high profile

of research across a range of academic disciplines, making them rich sites for this study.

Four categories of participants were included in the study:
1) The invited policymakers (PO) were members of the Research Council of Norway and the
Norwegian Ministry of Research and Education, who work with policies for research data

sharing and the Vice-Rectors for Research from the BOTT universities.

2) Infrastructure providers (IN) were invited from three different national infrastructure and
archival services. The data archive at the Norwegian Centre for Research Data (NSD), is
historically the archive for social science data dating back to 1971, and part of Consortium of

European Social Science Data Archives (CESSDA). NSD has two main services, the data
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archive, and the privacy protection service, for the purpose of this study the focus was on the
archive. However as elaborated on in Article 3 (L. Kvale & Pharo, 2021) the privacy
protection services delivered by NSD are also central for all researchers in Norway working
with personal data. The NIRD archive is delivered by UNINETT-Sigma?2, the high-
performance computing collaboration amongst the BOTT universities. Sigma?2 is jointly
funded by the Research council of Norway and BOTT. Sigma2 coordinates Norway's
participation in international collaborations on e-infrastructure such as EUDAT. The third
infrastructure provider is the B/BSYS consortium which is a national provider of library
systems for research and higher education sector, as described in the time-frame BIBSY'S
became part of the Directorate for ICT and Joint Services in Higher Education and Research
(Unit) in 2018. These three infrastructure providers all deliver research data infrastructure at
a national level but also target different parts and pieces of the whole research data

infrastructure.

3) Research support staff were recruited to cover a range of research support services (library
(L), IT and research office (RO)) who work with research data support. The responsibility
and organizations of research data services are slightly different at the different universities:
In two universities, the library has a primary responsibility but collaborates with IT on
technical services and the research office on policy developments. One university has a joint
responsibility for research data support but a division of tasks. At the fourth university, there
was a collaboration established between the services, but no clear distribution of
responsibilities has yet been established. These experts on data management in their
respective universities were identified through networking, and often via colleagues
forwarding requests within the university to recruit from the different research support

services.

4) Researchers were selected based on their position as principal investigators (PI) on
projects receiving grants from the EU in 2017 with BOTT as an affiliation. Project funding
from the EU required the submission of data management plans, the researchers were
therefore expected to have reflected to a certain extent over data management. The
researchers were identified through the CORDIS database (European Commission, 2020) and
from different disciplinary backgrounds (humanities, sciences and social sciences). During
the analysis of the first-round interviews, it became clear that the way the researchers

collaborated with other researchers shaped how they saw data management-related services.
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in their descriptions of their work with research data, differences were found between the

researchers describing a collaboration on the data collection and/or data analysis versus

researchers who did not have shared access to research data with research partners during the

research process. Researchers were grouped according to how they worked with other

researchers on research data group (RG) or individually (RI). This division was carried out

after the first phase of data collection and analysis.

Of the 48 invitations sent, 24 participants took part in the study (Table 2), 24 participants

being average for Delphi studies within library and information studies (Lund, 2020). The

participants showed an interest in the subject and a commitment to participating in the

project. All 24 took part in all three rounds.

Role/stakeholder category Invited/accepted Participant code

RI Researchers working individually ) RIZ RU RIL RIB
RG Researchers working in groups 208 RGV RGD RGA RGW
PO Policymakers 6/3 POU POS POK

IN Infrastructure providers 5/3 INH INO INR

IT Research support IT 4/3 ITE ITY ITI

RO Research support, Research office 4/3 ROC ROX ROT

L Research support, Library 4/4 LM LP LG LN
Total 48/24

*Researchers were invited as one group and split into the two groups RI and RG after the first interviews.

Table 2. The participant group

One of the researchers who took part in the phase 1 interviews was omitted from further

participation in the study as she did not work with data in her research. Focusing on research

data, I was somewhat unprepared for the “no-data’ researchers where data remains

immaterial. Initially, I wanted to include all the researchers who agreed to participate, to

cover the broadest spectrum of research and research data. By making EU funding a criteria,
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it was possible to invite researchers across domains, with different experiences in research
data sharing. During the first interview, however, it became clear that one researcher had no
experience with research data. For this study experience with research data being the criteria
for participation, this researcher was therefore excluded from the study. This researcher is not
included in Table 1 because the first interview was not completed. For more details, please
consult transcript RIF1.md and the affiliated readme file in the data deposited in Zenodo
(Kvale, 2021). It is important to acknowledge that there are “no-data’ researchers, where the
research’ does not rely on representation of objects: immaterial research. The two immaterial
researchers encountered in this study were researcher RIF who worked within informatics
and theoretical mathematics, and philosopher R1J. R1J had extensive experience from ethical
boards along with a strong research interest in personal privacy, personal data, and

information ethics; however, she did not use research data in her own research.

4.3 The three phases

The study had three phases of data collection (Fig. 2). Phase one, the exploration phase, took
place in January and February 2018. Phase two, the evaluation phase, was conducted in
August and September of the same year. The third concluding phase was conducted in March
and April 2019. The time lapse between the different rounds of data collection allowed time
for the study to follow the changes and developments taking place in the knowledge
infrastructure. The different phases and the time between them then become an advantage
because they allowed the investigator to identify and follow transformations. The analysis of
each phase was used as the basis for the development of the next phase and for preparation of
a concluding integrated analysis after the final round looking at all the data collected
(Creswell & Plano Clark, 2018). Two or three rounds are most commonly used in Delphi
studies (Ju, 2013). Three rounds were found suitable for this study as this allowed for
corrections and verification, while limiting the number of rounds to avoid overloading the

participants. In each round, the participants were sent the questions before the data collection.

3 Reminder that the use of the term research in this thesis refers to both science and scholarship.
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Several of the participants had not looked at the questions before the interviews; others had

read through, while some had prepared their responses.

Define the problem

Elaborate the research
questions

Identify participants
Qualitative data
collection

Transcribe and analyse
results

Summarise
intermediate results

Develop feedback for
subsequent rounds

1) Exploration phase

Figure 2. The research design (L. Kvale & Pharo, 2021)

Delphi-inspired multiphase design study

Quantitative data
collection

Collect and analyse
results

Summarise
intermediate results

Develop feedback for
subsequent rounds

2) Evaluation phase

4.3.1 The exploration phase

Qualitative data
collection

Transcribe and
analyse results

Summarise
intermediate results

3) Concluding phase

Integrated analysis of
phases 1-3.

4) Connecting results

Ziglio uses the term ‘exploration phase’ (1996, p. 9) to describe the first phase of a Delphi

study. Through open-ended interviews that were conducted face to face, the opinions and

expectations of the different stakeholders were explored. The participants were asked, among

other things, how they work with research data, what challenges they encounter in their work

with research data and how they would describe their ideal system for data sharing. The focus

in the interview was to discover topics within research data management and sharing that

caught the attention of the different stakeholders and for which they were looking for

clarifications. Most of the questions were common across the interviews. Exceptions were

experience with data journals, which only the researcher was asked about. None of the

researchers had experience with a data journal; subsequently this line of inquiry that was
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dropped in the next round. Whereas thoughts on the role of UNIT and the policy document of
2017 were brought up with policy makers, research support and infrastructure providers, they
were not discussed with the researchers. Appendix D shows the complete interview guide
followed in all the 24 interviews. The first interviews were all planned to be conducted in
person; however, because of bad winter weather, two interviews with research support staff
were conducted over Skype. The interviews were approximately one hour long, resulting in
about 24 hours of audio. The interviews were transcribed, amounting to 216 transcribed
pages. The interview transcripts were then sent back to the participants for an accuracy

check.

A qualitative analysis of the exploration phase was performed using NVivo. The qualitative
analysis was based on meaning interpreting according to the hermeneutic tradition of text
interpretation (S. Kvale, 2007). During the transcription, codes in the form of themes and
concepts brought up throughout the interviews were written down. These codes were then
structured hierarchically as overall themes and more detailed codes in Nvivo as a preliminary
qualitative codebook. All the transcripts were then read twice and marked with codes with the
associated topic. The text was then extracted according to different topics, re-read and
annotated with condensations of the central themes. Examples of this process including
qualitative codes, coded text and the condensation of themes are found in table 3, while
figure 3 illustrates the different concepts and approaches used in the coding in the exploration
phase, highlighting the topics selected for further inquiry. The complete qualitative codebook
used in the exploration phase, and the final version used for coding in the concluding phase

and the integrated analysis i1s found in appendix G.
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_______________________________________________|
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Figure 3 Extract of preliminary qualitative code book highlighting topics which were explored further
in the next phases (dark grey), and presented in the articles (orange)
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Examples of coding from the exploration phase

1

Roles, responsibilities, and collaboration / Data steward

When we uploaded something to Norwegian Centre for Research Data the organization
was very much focused on how the technical solutions would work, but they did not
understand the content. Then you end up storing things in a nice technical way, with high
quality metadata etc. but still the data are meaningless to a researcher on the other side.
[...] Therefore; professionalization of data management personnel, is a role that will
appear, a person understanding the data, but also with an understanding of how to
structure them. It is my belief that much of the library function will be directed towards
data management in the future. (RGAI)

Need for specialized data stewards who combine the domain expertise with curation

expertise

Data management plan

Roles, responsibilities, and collaboration / Data steward

1t is crucial to have a data steward, a new professional profile that supports the
researcher in the process of defining this data management plan. At the end, the creator of
the data management plan will be the end user, but they cannot do it alone, they need
guidance from a person who has been educated to do this, who can combine the ethical

aspect and the FAIR principles paradigm, and the technical challenges. (INH1)

Need for specialized data stewards who combine the domain expertise with curation
expertise

Ethics / Privacy

When we get to Google and platforms, and the fact that anonymity no longer exists, the
response must be embedded privacy, and this is a problem we as a society simply must
solve. We need to approach this in one way or another, at least we cannot just stick our

fingers in the ears and believe that it will go away. The best thing to do is to spend
research funding on the development of good infrastructure. (POK1I)

In the “Google age” there is no such thing as anonymity.

Need to invest in the development of platforms with privacy protection embedded.

Advantages / Better research / Transparency

Practical experience with data
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Roles, responsibilities, and collaboration / Own role

I have collected lots of data in my time, and still do. I wear both the researcher’s hat and

the librarian’s hat, and I am of course very pro data sharing. Because this is a matter of
2 getting access. If I use my own research experience: If you read an article you are

interested in, and you think that the data described are interesting and might be relevant

for you, then it is nice to get access. (LM1)

Mixed identity, build on research experience in the work in the library
Data sharing for transparency and the advancement of research

Table 3. Examples of themes and subthemes (1) with coded text (2), and meaning condensation (3),
exploration phase.

4.3.2 The evaluation phase

The second phase of a Delphi study is designed to evaluate views on issues investigated.
Based on the qualitative coding of the transcripts in the exploration phase, six themes were
selected to follow up on in the subsequent round of the study (Table 4). The participants
answered a questionnaire where they were asked to share their opinions of different
statements. These statements were based on the analysis and “condensation of central theme”
(Table 3) in the first round of interviews. A pre-testing of the questionnaire to avoid
ambiguous questions was performed. The questionnaire was created and sent out
electronically. The questionnaire is found in appendix F. For the two first questions, the
respondents were asked to rate their level of agreement or disagreement with several
statements using a six-point Likert scale, including both neutral and no opinion options.
Questions three and four explored the stakeholders and function of a data management plan.
The participants were asked to select five reasons to make a DMP, ranging from one to five
based on importance (Q4), and to list the different stakeholders of the DMP, also by
importance* (Q3). Question five (Q5) asked the participants to estimate the cost of data
management and how these costs should be covered. In question six (Q6), the participants

were asked to elaborate on data stewards by drawing up their ideal, fictive data person. This

4 The responses to question four regarding the goal of the data management plan showed that the descriptions on
how to answer this question had been unclear; approximately half of the participants answered unintended. To
obtain coherent responses, I decided to repeat the question during the interviews.
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question was inspired by user experience (UX) methods and the use of fictive personas to
illustrate user and users’ needs (Hartson & Pyla, 2012). In question seven (Q7), the
participants were asked to rate the importance of the different functions of infrastructure and
built on the suggestions from the first interviews regarding an ideal infrastructure solution for
research data. In question eight (Q8), the participants were asked for suggestions on how the
infrastructure can facilitate transparency and verification in research. In question nine (Q9),

the respondents were encouraged to add additional comments and suggestions.

Theme Question
IMotiva‘[ion for data sharing lQl a-h

Privacy and ethical challenges Q2 a4

Data management plan Q3 and Q4 a-m
Costs and cost recovery Q5 a)andb)
Data person/data steward Q6 a-h
Infrastructural functions Q7 a-tand Q8

Table 4. Overview of teams explored in the questionnaire

In the evaluation phase, three different analytical approaches were applied on different types
of questions. For open-ended question responses, content analysis was conducted. The
different responses were gathered and grouped thematically, see figure 4 °. The questions
asking for level of agreement using a Likert scale or for ranking importance of roles or
functions were analysed quantitatively; the low number of participants provided indicative
tendencies rather than statistical validities. Responses were grouped according to stakeholder
category to identify potential conflicting views on the issues, see figure 5 for example. For
the question regarding relation, namely for whom the data management plan is intended, the
data visualization software Gephi was used. Gephi is built on visual analytics and highlights
relational patterns in the responses (Loth et al., 2019). Figure 6 is a visualization of how the

participants pointed at different stakeholders of the DMP. This visual analysis of relations

3> Another example is found in table 2 Data stewardship skills (L. Kvale, 2021b)
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shows how different stakeholder groups see the DMP as having a function for multiple

people in different roles (L. Kvale & Pharo, 2021).

Backgrounds mentioned and frequency

Research
Library 6 Researcher 2 assistant 1

Figure 4 Preferred background for data stewards (L. Kvale, 2021b)

There should be more room for putting privacy aside in order to conduct important
research

All respondents

Policy & infra

.6 s 3 |
T T
Researchsupport O 8

Researchers

0% 10% 20% 30% 40 % 50 % 60 % 70 % 80 % 90% 100 %

[ Agree or strongly agree [0 Disagree or strongly disagree I Neutral or no opinion

Figure 5 Comparison of responses from the different stakeholder groups (L. Kvale & Darch, in press)

54



\

| aAlyade ayl |

siayaieasallagio |

/

unm_sﬁw eep auL

|
Y
)

4

"

\J >

Alenprpu; Buppom sisyaiessey

N

ﬂ\\ J.:
siapiatud aimanseyu

4

Ve
Alaaneioge)od mc_v_y slal2easay

A

.;/,._
s feig

~

™y
soljo yoseasay

o

e

d2ueasal aly|

Figure 6. Relational visualization made with Gephi: Who is the data management plan primarily for?

(L. Kvale & Pharo, 2021)
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4.3.3 The concluding phase

The third round involved interviews that were approximately half an hour long, resulting in
12 hours of recordings and 98 pages of transcripts. The interviews were performed partly via
Skype and partly in person. The interview guide was structured according to four broad
themes: data stewards, data management plans, ethics including personal privacy and ethical
aspects of data sharing, and changes or developments regarding both research data and open
science in general (the interview guide is found in appendix E). In addition, the participants
were encouraged to give feedback on the research design and method. In the interviews, the
participants were presented with preliminary results (se appendix E for details) and asked to
offer additional comments and suggestions. Three of the themes; persona, data management

plan and personal privacy are covered in the three articles included in this dissertation.

Before each interview, I prepared by reading through the first interview. Notes were taken
before the interviews, after the interviews and during transcription. The preliminary
codebook from the exploration phase, was developed into a final codebook. In the final
codebook, codes were grouped according to the themes explored in the final interview with
qualifiers describing if it was experiences or reflections that were shared, and code terms
related to the subject (Figure 7 and Table 5). The transcripts were coded according to the
tradition of meaning interpretation and meaning condensation (S. Kvale, 2007).

Qualitative coding of the transcripts and extraction of text for condensation of themes were
conducted using XML and queries using Python script. A transition to XML and Python was
the result of extensive litigation with NVivo regarding lacking interoperability between
operating systems and to open formats. The findings were summarized based on the

condensation of themes and used as a basis for the integrated analysis.

Examples of coding from the concluding phase

1 Cultural change /Experience /Data sharing

Today it is relatively standard that when something is published you should upload the
data, unless you work with confidential data, and you upload read-me files, code, and

2 descriptions of how the data are used. But as mentioned, until now there has been no
quality control on this, that is something left to be done by the journal [where RIB is
editor], and I believe other journals are doing the same thing. (RIB2)
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Awareness and quality control regarding data submitted as appendices because the journal

is hiring a data manager, a development from first to second interview.

Persona /Reflections /Suggestions

Ethics /Personal privacy /Reflections

There are two good arguments for having a centralized role; one is the law, the law is the
same and it is complicated enough to make the lawyers agree and if you are going to have
and IT system in the bottom, you need one interpretation of the law. That is why it is very
inconvenient to leave it to the lawyers at the universities to govern, then it’s hell

developing this in an IT system (INO2)

Argue for centralizing research data services nationally; from a developer’s perspective,

one interpretation of the law is practical.
Technical development /New infrastructure

1t is my impression that they [UNIT] are getting a hold on this. What s nice is that the
director has worked in other sectors before and reports that our sector is ahead on things
because so many things have been solved bottom-up and according to the tradition of

pooling the resources. He said this is admirable and very effective, so that now they have

a good base to build on. (POK2)

Bottom-up initiatives and collaborative projects created as responses to needs are put

together as the base for the new infrastructure organization.
KI development /Organization /New infrastructure

1 still find it troublesome that the people delivering services are also going to be a
directorate controlling other organizations. My impression is based on the work done
with the plan of action, and that they struggle to find the right level regarding what they
are going to pursue, what the universities will pursue and what should be done elsewhere.

So I hope they are able to take on the role of coordinating. (LG2)

Concerns regarding unclear mandates of the new infrastructure organization as both

directory controlling and prioritizing services and provider of services.
Persona /reflections /experience

I have a case you could use where all the positions are filled now, you could probably

take a look at the CV of the people who got the jobs and compare a bit. What I know is
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that they decided on two hard-core programmers and then two more outgoing, more of a

librarian type rather than only the programming skills. (IT21)
IT is hiring data stewards with complementing skill sets to cover a range of needs
Ethics /Public trust /Research essere

What is the value of people trusting research? Well, two things: it is good for people and
good for research. For people because when decisions are made, placing trust in
research, and then in particular in a democracy, but in any government, but in particular
in a democracy, is that people know and have a justified trust in high quality research —
that is a «sine qua nony to be able to make fairly intelligent decisions and right choices.
In this way the public trust in research is crucial for the citizens. And then it is the same
for researcher — to be able to conduct research, have the access, have access to data,
have funding, then the researchers must have the trust of the public. It is such an

important matter, more like a means, this would require further analysis. (RIL2)

Society is built on a trust in research, and research would not exist without trust from
society. Why trust in research is important is beyond my scope and near the core of what

research is.

Table 5. Examples of themes and subthemes (1) with coded text (2), and meaning condensation (3),
concluding phase

centre
suggestions career
reflections Datn i
steward experience
critique concepts
trust

Figure 7 Examples of theme, codes and qualificator used in the qualitative coding in the concluding
phase and the integrated analysis
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Code Description

Reflections Sharing of thoughts or reflections on the subject

Practical experience Referring to own experience on the subject

Consent Thought or experiences regarding the use of consent
Public trust Thought or experiences regarding public trust in research
Thought or experiences regarding the cost and profit aspect of data
Cost profit o
archiving
Integrity Thought or experiences regarding research integrity

Thought or experiences regarding the ethos of research, what
Research essere _
research are or strive to be
Research ethics Thought or experiences regarding research ethics
Personal privacy Thought or experiences regarding aspect of privacy protection
S Thought or experiences regarding internationalization in research
Internationalization )
and data sharing
_ Thought or experiences regarding the usage of embedded privacy in
Embedded privacy _ ‘
privacy protection
) Thought or experiences regarding the balancing of the respect for
Privacy vs. research ‘ _ _ '
privacy with conducting high quality research
Concepts Concepts or to explore further are introduced by the participant

Table 6 Qualitative codes within the ethics theme (L. Kvale & Darch, in press)

4.3.4 Integrated analysis

After first analysing the results from the third round, a separate integrated analysis modelled
after convergent design (Creswell & Plano Clark, 2018, p. 222) was performed. The purpose
of the integration of the different results in the integrated analysis was to expand the
understanding and develop an integrated and comprehensive result (Creswell & Plano Clark,
2018). In the integrated analysis, the themes in the codebook developed for the third phase
(Table 5 and Figure 5) were used in reading through transcripts and form the first phase and
the qualitative responses from the survey again looking for common concepts across the
results. This allowed for an integrated extraction of results from approximately 36 hours of
interviews. The responses from the survey were used as additional quantitative context. The

quantitative and qualitative results were compared, looking for ways in which “the results
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confirmed, disconfirmed, or complemented each other” (Creswell & Plano Clark, 2018, p.

222). The results presented in the three articles are from all three rounds of data collection.

4.4 Ethical considerations

This part describes reflections and considerations made regarding data collection, data

sharing and language.

4.4.1 Data collection and data sharing

Approval to collect personal data, was applied for and given by the NSD privacy protection
in 2017 (appendix A), initially with the idea of anonymizing the data material. An
informational letter about the project and a consent form to participate in the study (appendix
B) were sent to the participants and signed prior to the first interviews, late in 2017. Based on

this consent, all the collected data are part of the study and included in the three articles.

The limitation on consent can be challenging to balance with sharing of research data. I have
experienced this friction when creating consent forms for the participants of the current
study. The solution for tis was to supplement the I initial consent regarding participation in
the study, with a second consent regarding data sharing after the data collection was

completed.

In the first consent form, the participants were also asked if they agreed to share anonymized
data when the project was finished. As the first round of interviews were transcribed, with
directly identifiable information removed, it became evident that the data were not
anonymous. It did not make sense to aim at anonymizing the interviews within a small
community of domain experts . One would have to remove all the context, such as the
profession and experience shared by the participants. When reading the transcripts, I would
recognize several participants based on the language and metaphors they used. The Delphi
method itself focuses on the importance of anonymity for participants to speak freely (Gupta

& Clarke, 1996; Ziglio, 1996, p. 22). However, because of the combination of qualitative
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material and small-scale conditions, several of the participants could be identifiable because
of their functions. While there are clear advantages of anonymity, ‘It is not, however, always
an advantage to conduct a Delphi exercise under absolute anonymity, and there can be clear
advantages to reducing or eliminating anonymity’ (Rotondi and Gustafsen 1996, p. 39). The
debate regarding anonymity shows that it is hard to achieve, and not always the appropriate
approach to privacy (Barocas & Nissenbaum, 2014). According to Nissenbaum and Barocas,
it is important to discuss what privacy is to be protected and the context rather than focusing

on finding solutions to ensure anonymity.

To balance sharing and privacy without focusing on anonymity, informing participants, and
allowing them to review and select what to share was chosen as strategy. After the data
collection was completed, the participants were sent transcripts from both interviews, their
responses to the survey and an individual link to a second consent form regarding data
sharing (appendix C). A drafted version of this consent was shared with privacy advisors at

NSD for input on how the research participants could be asked to share non-anonymous data.

The participants were each given the transcripts from their interviews for review and asked
what they would give permission to publish as part of the research data package in a relevant
repository. Sequences that the participants wanted removed before the data were published
were highlighted. In the two articles using quotes that participants did not want included in
the data package, care has been taken to protect the participants’ identity. In Kvale and Pharo
(L. Kvale & Pharo, 2021), quotations are used only to refer to a participant group. While in
the third article by Kvale and Darch (L. Kvale & Darch, in press), the participant codes have
been scrambled and changed into numbers. Both strategies aim to protect the identity of
participants, while clearly conveying their opinions and input on the issue investigated.
Consenting to participation in a research project and consenting to open publishing of
interview transcripts are two different things, and by asking for two different consents, this

distinction has also been made explicit to the participants.

In total, 21 participants gave permission to publish all or parts of the data fully in an open
repository. Despite having received several reminders, three participants did not respond to
the consent form regarding data sharing (appendix C), and their data are not published in the

data packaged. In the consent form regarding data sharing, the following phrasing was used:
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1 understand that despite removal of directly identifiable information such
as name and workplace, it could still be possible to identify me based on

the information in the interviews. (Appendix C)

According to the principle of ‘the right to be forgotten’ research participants have the right to
withdraw their consent at any time (GDPR, 2016; The Norwegian Personal Data Act, 2018).
A clear and explicit consent for data sharing does however make open sharing of human
subjects research data possible (The Research Council of Norway, 2021). Data from the
study, including interview guides, questionnaires, consent forms, approval and so forth are

available on Zenodo (L. Kvale, 2021a).

In the texts, I have chosen to refer to all the participants as she or her to make identification
more difficult. Therefore, she and her have been pragmatically (and slightly feministically)
preferred as the neutral form. There is a balanced participation from both genders in the

study, and the gender of the participants is not of relevance in the results.

4.4.2 Language

The interview guides, questionnaire and consent forms were distributed in both English and
Norwegian. Most participants responded in Norwegian; however, none of the participants
were native English speakers, and some gave part of the responses in English and parts in
Norwegian. For the purpose of the publication of articles, Norwegian quotes have been
translated into English. The complete transcripts are in the language in which the interview
was conducted. The categories used for the coding were initially developed in Norwegian but

were translated for the purpose of sharing.
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Chapter 5. Article summaries

The following are brief overviews of each of the three articles included in the present thesis

and their publication status.

When selecting journals, two criteria have held priority: relevance and open access. College
and Research Libraries, International Journal of Digital Curation and Information Research
were selected based on their relevance to the different papers. All three journals are diamond
open access journals: journals that publish without charging authors and readers (Bosman et

al., 2021).

Table 7 summarizes the research questions and main finding of each article. All three articles
are based on the theoretical background described in Chapter 2 and use data from the
integrated analysis from the Delphi study described in Chapter 5. Each article addresses a
separate topic, with independent research questions, the thread is the people aiming at
translating needs between stakeholder groups. This is addressed in chapter 6 in the light of

the research questions for this compilation.
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Article 1 Using Personas to Visualize the Need for Data Stewardship (A1) was published in
College and Research Libraries (C&RL) volume 82/3. C&RL is the official scholarly
research journal of the Association of College & Research Libraries, a division of the
American Library Association. C&RL is the top-ranked open access journal within library

and information studies according to the Norwegian publication registry.

Article 2 Understanding the Data Management Plan as a Boundary Object from a Multi-
Stakeholder Perspective (A2) was published in the International Journal for Digital Curation
(IJDC) volume 16/1. The article was first accepted as a conference paper at the International
Conference for Digital Curation (IDCC) in 2020, a preprint version is published in the
proceedings, I[JDC volume 15, while the revised and final version is published in volume 16.
IJDC is published by the University of Edinburgh for the Digital Curation Centre. Article 2 is

co-authored with supervisor Professor Nils Pharo.

Article 3 Privacy protection throughout the research data lifecycle (A3) has been submitted
to Information Research (IR). IR was established in 1995 and is one of the longest-running
OA journals within library and information studies; it is published by the University of Boras
and hosted by Lund University Libraries. A3 was first submitted as a poster at IConference
2020, where it was also a nominee for best poster (L. Kvale & Darch, 2020). Article 3 is co-

authored with co-supervisor Associate Professor Peter T. Darch.
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Title, journal

Knowledge gaps

Main findings

Using Personas to
Visualize the Need for
Data Stewardship

College and Research
Libraries, C&RL

Who are the data stewards in the

universities?
a. What roles should data

stewards play?

b. What services should data

stewards provide as part of these

roles?

c. What skills do data stewards

need to carry out these services?

Al presents a set of fictional
personas for research data support
that were developed to visualize the
different types of research data
management support requested in
the universities. The analysis and
results are based on experience and
demands by the different

stakeholders involved in the study.

Understanding the Data
Management Plan as a
Boundary Object from a
Multi-Stakeholder

Perspective

International Journal of

Digital Curation, IJDC

1.What perspectives on DMPs
are held by different stakeholder

groups?

2. How do these perspectives

help, or hinder DMPs as tools

for supporting data

management?

Different perspectives among
stakeholders of what the DMP
should be, and different practice
approaches, yet they present a
common goal. These differences
needs to be considered if the DMP is
to work as a document translating
between different groups supporting

the longevity of data.

Personal Privacy
Throughout
the Research Data

Lifecycle

Information Research, IR

1. What perspectives on privacy
are held by stakeholders in the

curation of research data on

human subjects

2. How do stakeholders’

perspectives on privacy shape

their data curation actions?

Table 7. Overview of the three articles in the thesis

Researchers, research data
management support staff and data
organisations must reconcile
divergent motivations and resolve
tensions throughout the data life
cycle. Through dialogue and
negotiation, all stakeholders
involved in data sharing should aim
to respect the research subjects’ own

understandings of privacy.
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Using Personas to Visualize the Need for Data Stewardship (A1)

The article identifies four primary challenges for providing data stewardship at universities:
1) Placement of responsibility: researchers must retain their responsibility for data throughout
the research cycle. When depositing to a data archive, responsibility can be transferred. 2)
Communication: lines of communication between support levels must be established to avoid
closed subcultures and exchange best practices between domains. 3) Knowledge of data and
methods: knowledge of research is essential; however, there is also a need for local and
specialized expertise within an increasing number of domains. 4) Joint research support
effort: research data management requires several different types of expertise that are
traditionally spread among different research support departments at universities. The
creation of a general research data support team or centre with connection to the research
office, university IT department and library is crucial to cover all aspects of data

management.

Based on experience and requests from experts in different areas of data management
involved in the Delphi study, three different fictional personas for data stewardship were
developed, along with a research data support centre proposed as a competency hub for data
stewards and a go-to place for researchers. The research data personas were developed to
illustrate the range of skills required to support data management within universities and were

inspired by user experience methodology.

Outreach, education and problem-solving are only some of the keys to the creation of a
functional service for data management. One solution can never fit all, and although a general
team will be able to solve and support a wide range of issues, many larger research
communities need dedicated staff with specific knowledge of the issues and concerns that are
relevant for their research data. Although data management is gradually becoming a current
practice within several data-intensive communities, it is also needed among researchers who
are producing and collecting small heterogeneous datasets, which are referred to as the long

tail of research data.
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Understanding the Data Management Plan as a Boundary Object from
a Multi-Stakeholder Perspective (A2)

A2 explores how the data management plan (DMP) may perform the role of a boundary

object for the different stakeholders involved in research data sharing.

The stakeholders of this study agreed that a DMP is written to improve data management by
making researchers plan for sharing their data internally within research groups and
externally (FAIR) by creating procedures for documentation and collection at an early stage.
Although sharing a common goal, the stakeholders had different perspectives on what the
DMP is. Four perspectives reflect the stakeholders’ different views: 1) the curating and
fulfilling requirements perspective; 2) the sharing and open science perspective; 3) the

stewardship perspective; and 4) the protocol and procedures perspective.

The tension between different perspectives, the research reality and the higher goals can be
resolved by a common understanding of the DMP as a document that is not the product of a
consensus but an everyday translation between worlds and communities. The need for
consensus as a basis for cooperation is a common misunderstanding. By introducing the
concept and theories of boundary objects, it is possible to explain how cooperation can

continue unproblematically without a consensus.

By writing a DMP, researchers plan for their data to move from collection through analysis
and to sharing, as was agreed upon in the goal of the DMP. In this sense, DMP creation
facilitates translation between the different worlds of the different stakeholders.
Disagreement on the degree of standardization and the degree of automation, however, are
two obstacles that were identified. The struggle for the different stakeholders is to find the
right balance in the guidance and automated decision making, leaving leeway for the creator
of the DMP to describe the right level of detail for the data. By resolving this, the DMP can
represent a translation corresponding with that of a standardized form, hence making it a
document to be understood and interpreted in the different worlds independently of

disciplines, institutions, or national boundaries.
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Privacy protection throughout the research data lifecycle (A3)

The findings show multiple tensions between maintaining research subjects’ right to privacy
and advancing research through data sharing. This paper identifies and analyses three
particular sources of tension: 1) Maintaining trust with research participants; 2) Managing
divergent views of privacy in international and intercultural research collaborations; and 3)
Interpreting and applying policy. The divergent motivations and perspectives on privacy held
by different stakeholders complicate these tensions. Researchers, research data management
support staff, and data organizations must resolve these motivations and tensions throughout
the data lifecycle, from collection to archiving and eventual sharing. Through dialogue and
negotiation, all stakeholders involved in data sharing should aim to respect the research

subjects’ own understandings of privacy.

Personal privacy protection in research involves respecting research participants, requiring
awareness of roles, attributes, and transmission principles. In digital research, multiple
stakeholders are involved in data management, all of whom must demonstrate sensitivity
towards data privacy and research participants. If and when data sharing is to take place,
respecting the research participants and their perception of what information is sensitive and

private must be prioritized.

The requirements of open research and international research collaborations make balancing
personal privacy with data sharing a complex task for researchers. Providing expertise and
guidance on how to best balance these requirements is part of research support and something
Research Data Management support should offer. To facilitate making the sharing of data ‘as
open as possible and as closed as necessary’, we must acknowledge that different
stakeholders in data sharing have different perspectives on how personal privacy and data
sharing should be balanced. Increasing quality and transparency of research must be the
primary motivation for the sharing and reuse of data and must be carefully balanced with the

privacy of research participants when human subjects are involved.
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Chapter 6. Discussion

The three articles address different challenges in research data management; the common
thread is the focus on expertise, on people with the ability to interpret and translate the needs
between stakeholder groups. To facilitate collaboration on data sharing amongst internal and
external partners is key. As highlighted by one of the participants, working together is

necessary for success in providing research data services in universities (L. Kvale, 2021Db).

1 believe it is important with such a holy trinity that the IT- department, the
library and the administrations [research office] could become if they work
together. (RGA in Kvale 2021)

This quote pinpoints the challenge of complex task of research data sharing. Multiple
communities of practice within the university are required to collaborate with each other and
with external partners to deliver the services required by the researcher and policymakers.
People with knowledge and expertise was a recurrent topic throughout the interviews,
resulting in the first article (L. Kvale, 2021b), specifically addressing data stewardship’s roles
and skills.

This chapter brings together findings presented in the three articles exploring the role of
expertise, boundaries, interpretation and translation of knowledge and perspectives in
research data sharing as a domain. In addition to findings previously presented in the three
articles, some additional findings not previously presented are introduced to supplement and

support the arguments of the discussion.

The discussion is structured in six sections: 6.1-6.3 address each of the three research
questions: 6.1 argues that additional agendas risk obscuring the focus on research quality as
the goal of data curation in interpretation and application of policy. Section 6.2 shows how a
combination of practice, learning and recognition is needed to succeed in providing research
data services. This is best achieved through maintaining active memberships in multiple

communities. Section 6.3 addresses the dynamic development of standards which trough
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experience and application lead to new understanding. This development of standards
facilitates knowledge transfer connecting the past with the future. Sections 6.4—6.6 address
limitations of the study, the research design, and provide recommendations for future

research.

6.1 Differences between stakeholders’ perceptions and development

in research data curation

This section addresses RQ 1: How and why do differences between stakeholders’ perceptions
affect their ability to collaborate in the work of research data curation?

Three examples of changing views towards aspects in the infrastructure are presented and
discussed. The three sections address aspects where differences in the stakeholders’
standpoints were detected between the two interview rounds, namely; 6.1.1 Researchers’
awareness of data management; 6.1.2 Identities and services in the breakdown and build-up
of organizations; and 6.1.3 Agendas embedded in the data management planning tools.
Having a clear understanding of own contributions and expertise and common goals makes
collaborating easier. The creation of new organizational entities and cultures can create new
frictions between goals, tasks, power relations and expertise. The timeline (figure 1) in
chapter 1.3, provides the context by visualizing the time scope of the study in which

development and changes in approaches took place.

6.1.1 Researchers awareness of data management

Between the two interviews, a change was detected regarding awareness and expectations
concerning reproducibility and research data management (L. Kvale & Pharo, 2021). Based
on debates within their communities, the stakeholders describe increased interactional

expertise developed in discussing the principle of open research amongst peers:

“It’s evolving. Some groups have high data management standards, and

you try to adapt to it. [...] in data [practice] we are influencing each other
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Emerging standards of data management are developed and shared within communities of
practice as described above. Such changes are not visible, they are part of the good research
practice for the researchers and developed from the bottom-up. The literature supports this;
participation and learning based on performing activities and engagement in communities are
the main point of reference for best practice (Berman, 2017; Cooper & Springer, 2019; Darch
et al., 2020; Thompson, 2017). Data management expertise is embedded in the practice of the
different research communities (Cooper & Springer, 2019; Darch, 2018; Thompson, 2017).
Following best practice and development within research groups with high data management
standards is a path of learning and source for acquiring contributory expertise for both

researchers aiming at improving own data practice and data support services.

In the final interviews, PlanS was highlighted when participants were asked if they
experienced any cultural change towards open science. While PlanS has raised strong
feelings among researchers regarding academic freedom (Innspill Til Forskningsradet Om
Veilederen Til Plan S [Input to the Research Council Regarding the Guidelines for Plan S],
2019; Graver, 2018), it also inspired a debate regarding journal-quality research
dissemination (Svarstad, 2019). The focus on quality control in publishing addressed in
discussions in the aftermath of PlanS created an awareness regarding quality control on
research data: ‘Within many areas there has been an increased focus on reproducibility, and
then it is important to actually have the data’ (RIB2 in Kvale & Pharo, 2021). RIB further
described how a journal with which she is involved is now hiring a data editor or data

steward.

You can submit these things [data submitted as an appendix to an article],
and it can be complete nonsense, and no one checks it. But that is
changing, for instance in [journal title], a leading journal in economics,
where I am on the board. We are now hiring a data editor to quality check

all data submitted as appendices. (RIB2)

Increased awareness regarding data quality resulting in the hiring of a journal-specific data
steward connects the tradition of the journal editing with data management through the goal

of quality improvement. Investments in quality checks and curation of data illustrate an
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ongoing change regarding data and reproducibility awareness (Cooper & Springer, 2019;

Darch et al., 2020).

In the final interview, the participants were asked directly whether they experience any
changes regarding data sharing. Several researchers described changes in the perception of

the refusal to provide data access to others.

Yes, I believe there is [a cultural change regarding data sharing], in the
sense that now there are much stronger requirements to publish, and that
must in some way reflect a cultural change. So, I believe it less acceptable
now to adhere to your data and refuse others access. It was never very

acceptable, but it is even less acceptable now. (RIZ2)

Awareness and opinions on data sharing between the two interviews indicate an ongoing
change where increased data sharing is the result of increased solidity and transparency in
research as goals. The need for a cultural change regarding research data management in
academia has been addressed in several studies (Andrews Mancilla et al., 2019; Collins,
1998; Dalton et al., 2020). Such a change does not happen top-down through policy, but it
does require the different communities to adapt their practices and find appropriate standards
withing their domains (Berman, 2017; Cooper & Springer, 2019; Darch et al., 2020). While
Plan-S does not address research data, it triggered a debate amongst researchers regarding
quality control in research output. The findings discussed above suggest that the Plan-S
debate has contributed to heightened awareness about data quality and data sharing as the

foundation of research outputs.

6.1.2 Identities and services in the breakdown and build-up of organizations
During the period of this study, there has been a continuous reorganization of the
infrastructure providers and the larger higher educational infrastructural ecology in Norway.
Existing organizations and communities have been split and have merged very rapidly
(Ministry of Education and Research, 2016, 2021). In this process, existing service providers

compete in being valued and finding their place in the new infrastructural landscape.

The establishment of UNIT in January 2018 was a central event discussed by several of the
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participants in the first interviews (se chapter 1.3). For the stakeholders involved, this created

a controversy regarding the identity and skills in the new organization.

In the national strategy, there is much talk about the new [UNIT] having a

coordinating role regarding [research data], but the point is that they have
barely any research data experience [...]. I know that both the Norwegian
Centre for Research Data and SigmaZ threw themselves into this based on

the report written at the university, saying that some of the technical

solutions should be external (ROTI)

The universities were used to having a direct say in infrastructure development: ‘many things
have been solved bottom-up and according to the tradition of pooling the resources’ (POK2).
With the reorganization, the infrastructure organizations were suddenly one strong
stakeholder, hierarchically placed above the universities as decision-makers regarding
infrastructure development. The directory represents a new administrational level between

the universities and Ministry of Education and Research.

Furthermore, one of the three infrastructure providers, the Norwegian Centre for Research
Data, was evaluated and put under constant pressure to maintain its long-lasting identity and
tradition as a data archive. In addition to the consequences of reorganization, the literature
described how automatization of depositing and retrieval of data are creating a new distance
between archives and their communities (Donaldson et al., 2020; Kim et al., 2019; Kouper,
2016). As a response, they chose to prioritize proving their worth and contributing as a
separate entity with specialist expertise on research data curation. One example of this was
the suggestion to offer expertise on data curation to the sector (L. Kvale, 2021b), in addition
to increased involvement in data management training on a national level. As suggested in
the quote below, communication is challenging, not only in the distinction between their two
roles, as personal privacy service provider and a data archive for their users, but also with

what is possible according to the privacy law.

I have heard researchers multiple times claiming that The Norwegian
Centre for Research Data told them to delete their data, and I have never

said this to anyone. But still, this is the perception. We have a recurring
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communication challenge in making the individual [researcher] familiar

with the legal system. (IN2 in Kvale & Darch, in press)

The importance of expertise regarding personal privacy and data sharing throughout the
research data life cycle is highlighted in article 3, where researchers share the experience of
receiving letters asking them to delete data (L. Kvale & Darch, in press). At the same time,
findings suggest that research data services should be provided closer to the researchers
(Darch et al., 2020; L. Kvale, 2021b). An interest in and understanding of research with its
embedded values, ethics, different methodological traditions and paradigms is essential for
providing both personal privacy services (L. Kvale & Darch, in press) and data stewardship
services to researchers (L. Kvale, 2021b). Reuse and evaluation of the data’s relevance for
further use are aspects of research data management requiring further knowledge (Donaldson
et al., 2020; Kouper, 2016). However, lines for collaboration and development of services
require trust, and as the restructuring of services has made several stakeholders uncertain
about their own contributions. It is crucial to enable people to look for, and continue, external

partnerships as the reorganization are implementing a new identity and responsibilities.

6.1.3 Agendas embedded in data management planning tools

Two infrastructure providers have developed different tools for data management plans.
However, during the period of the data collection, infrastructure developers have changed the
focus on data management plans from meeting formal requirements created by policymakers,
to focusing on how the DMP could become an embedded part of the research planning
thereby useful for researchers (L. Kvale & Pharo, 2021). The literature describes machine-
actionable plans with automated assessments of funders’ requirements (Cardoso et al., 2020).
In addition, the development of tools is impacted by infrastructural developers who are eager
to explore the possibility of harvesting metadata for the archives of their organizations (L.
Kvale & Pharo, 2021). This multiplicity of data purposes in a data management plan, and the
potential of using them for control, automated assessments, and metadata harvesting, is seen

as problematic by research support staff.
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‘There are some entities who think they should use the DMP for all other

types of purposes, for their own advantage’ (LG in Kvale & Pharo, 2021)

Machine-actionable data management plans with automated assessment would be in line with
what is described as the users adapting to the technology rather than adapting the technology
to the user (Floridi, 2015). Hiding decision-making processes within algorithms is
problematic for many reasons including transparency and accountability (Wachter et al.,
2017). For prominent researchers, the ability to think outside the box is part of what makes
them distinct; preselection and automated decisions then become a straitjacket rather than an
advantage. The importance of infrastructure maintenance is highlighted by the realization that
what the researchers need might not be what the engineers are most keen on developing
(Bowker, 2005). The work of interoperability between data repositories as described in the
ideal of the European Open Science Cloud requires advanced understanding of metadata

quality (J.-S. Lee & Jeng, 2019; Limani et al., 2019).

Ubiquitous expertise is difficult to capture in computers (Collins & Evans, 2008).
Recognition of the fact that a certain understanding of implicit rules and traditions is needed
for data management support has not yet gained full acceptance among developers. Lacking
flexibility is already a well-known frustration among researchers in their encounters with the
research administrative bureaucracy (L. Kvale & Darch, in press). ‘Sticklers by the rules’ and
‘zombies’ are some of the harsh vocabulary used by frustrated researchers (L. Kvale &
Darch, in press). Automated decision-making and artificial intelligence risks are rapidly
becoming the zombie-bureaucrats that are described by one of the researchers cited in Kvale
and Darch. Still, even if it is called ‘intelligence’, there is no reflection and reason in an
algorithm (Floridi, 2015). In data management planning, the requests highlight the need for
reflection, automated decision-making based on a black and white yes or no; readings of
guidelines and legalization are the contrary. This illustrates how balancing internal goals and
agendas of their own organizations with those of the researchers remains a complex task for
the infrastructure providers (L. Kvale & Pharo, 2021). Infrastructure organizations are under
constant pressure to prove their intrinsic value to their funders while digitalization is also

transforming their user communities, as echoed by the literature (Donaldson et al., 2020).

75



6.1.4 Summary of discussion of RQ1

The three examples provided here individually illustrate how development in the knowledge
infrastructure is interconnected with users and the expertise and interest of the involved
stakeholders.

As described by Star and Ruhleder, infrastructure is built on an “Installed base”(Star &
Ruhleder, 1996). The installed base also includes the existing organizations with their
professional identities and communities of practice. As the discussion in this chapter shows,
political decisions to restructure all infrastructural services in the higher education sector has
influenced priorities within the different organizations. Restructured aspects experienced by
infrastructure providers are planned breakdowns, based on organizational ideals (Ministry of
Education and Research, 2016, 2021). Star and Ruhleder (1996) writes how the infrastructure
‘becomes visible upon breakdown’ while Latour (1987) describes the breakdowns as
moments when it is possible to investigate technology as when the black box is reopened for
repair. Following Edwards (2010, p. 432), one could argue that the robustness of a well-
functioning knowledge infrastructure lies in maintenance and continuous development and
that black boxing hence becomes outdated. The expertise required is what Clarke describes as

unrecognized anticipation work that goes unappreciated (Clarke, 2016, p. 104).

The knowledge infrastructure is dynamic and is never finished or closed (Edwards, 2010). In
Norway new infrastructural services are currently being developed top-down, building on
existing solutions. Its development follows the political winds of open science and data
science as it gradually becomes part of the researcher’s workflow with data, ensuring
transparency and research quality. Still the effort in creating new, strong organizations is at
risk of becoming the goal about which the infrastructure providers seem uncertain. For the
infrastructure to be relevant to the different user communities, the goal of the infrastructure
organizations must align with the goals of the researchers, namely, to produce high quality
research. In the process of reorganization’s additional goals, including intrinsic value, own
interpretations of funders’ requirements and rationalization are at risk of obscuring the goal
of quality research. To ensure data quality and comply with the FAIR principles, stakeholders

must keep the focus on data curation.
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6.2 Stakeholders’ roles, and challenges faced in facilitating research

data sharing

In this section, RQ 2 is addressed: How and why do stakeholders in research data curation
perceive their own roles, and the challenges they face, in facilitating research data sharing?
How and why do they perceive the roles and challenges faced by other stakeholders? The
question is discussed from two perspectives: stakeholders with multiple identities and data

stewards as professionals on the boundary of domains.

Research data management practices are developed at the crossroads between the different
research support services, policy, infrastructure, and research. The process of data
management closely relates to invisible work (Sands, 2017) as strategies to improve

information flow and reduce obstacles to data sharing.

6.2.1 One stakeholder, multiple identities

In this study, the participants were invited based on their work with research data in their
primary occupation. The interviews did, however, reveal that several of the participants
identified with more than one of the stakeholder groups. The IT staff referred to experience
with research as part of the success: “‘How I work with data depends on what role I have, as |
used to be a researcher’ (IT2 in Kvale & Darch, in press) ‘Part of the success in my
department is due to half of the staff having a PhD, so that we can communicate with the
researchers * (ITI in Kvale, 2021). One of the library staff described how she worked with
data collection, illustrating how she was actively participating in conducting research: ‘I was
part of a data collection project in France’ (L1 in Kvale & Darch, in press). These are but a
few examples of how stakeholders combine roles and identities in their work. Figure 8,
illustrate the number of participants who were invited as an individual stakeholder, but who
repeatedly referred to other roles during the interviews. During the interviews, nine
frequently referred to their background as researchers. Moreover, two of the research support
staff offered infrastructure at a national level and therefore identified themselves as both

infrastructure provers and research support staff. Three researcher’s policy experiences were
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identified: two had experience from ethical review boards (L. Kvale & Darch, in press), one
was involved in multiple refence groups regarding open research policies. It is potentially
useful for librarians, policymakers, infrastructure providers to have a background as
researchers It is potentially useful for librarians, policymakers, infrastructure providers to
have a background as researchers. By having a background as a researcher, it is easier to

relate to the perspectives of research.

Researchers Policy makers

® |nfrastructure

Research support providers

Figure 8. lllustration of the multiplicity of identities held by the stakeholders

In their work on boundary objects, Star and Griesemer (1989) refer to people belonging to
multiple groups as ‘marginal people’, arguing that multiple memberships can be an advantage
in terms of translation. Translation as the ability to communicate needs across domains
requires interactional expertise (Collins & Evans, 2008). Having expertise in multiple
domains is an advantage for work with research data management, but it requires extra effort

to maintain the multiple memberships.

Trying to figure out how to manage one’s boundary crossing that joins and
separate social worlds, in which the marginal man lives but does not quite
gain full acceptance. Should I assimilate, return, transcend? (Griesemer,

2016)

Although the participants belonging to multiple groups use different strategies to balance two
(in one case three) identities and values, assimilation is most common When it comes to data
management plans and encountering privacy law and ethical committees (L. Kvale & Darch,
in press; L. Kvale & Pharo, 2021), there are clear differences amongst stakeholders, despite

those having two or more roles. This tells us that marginalized researchers primarily adapt to
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their new roles and values in work with policy, infrastructure, or research support. Still,
having experience as a researcher was regarded as an advantage and a qualification for the
work with research data. Speaking the same language, mutual trust and not adding additional
agendas to that of solidity are underscored as important qualities of data stewards; these are
complemented by recruiting trained researchers for data stewardship and infrastructure

development (L. Kvale, 2021Db).

Of the nine marginal researchers, eight referred to their research experience in the past tense,
illustrating how maintaining their identity as a researcher while at the same time performing
work in research support, policy or infrastructure is challenging. One example of
transcending and maintaining an active membership in multiple groups was found among the
library staff L1° cited in Kvale and Darch (in press) — a participant describing her active

participation in research.

Iwas part of a data collection project in France where we also had
partners from Japan. And when the participants talked about what food
they like [...] this was considered sensitive information by the Japanese

researchers and could not be made available. (L1 in Kvale & Darch, in

press)

This library staff holds an academic library liaison/subject specialist position with dedicated
research time and mentions actively conducting research within the field of her subject
expertise. While providing research data support and data stewardship services, she is also a
researcher. In digital scholarship centres that commonly host research data management
services in libraries, such library liaison positions are rarely embedded (Hannah et al., 2020).
Involvement and embedding of the subject expertise in data management services is regarded

as essential for successes (Darch et al., 2020; Hannah et al., 2020).

An identity as a researcher is perceived as valuable for interactional expertise, namely

through understanding and translating the needs of the researcher in their current position (L.

¢ In Kvale and Darch all participants were given new codes in order to protect the identity of some participants
who did not wish identification.
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Kvale, 2021b; L. Kvale & Darch, in press; L. Kvale & Pharo, 2021). More possibilities for
balancing and transcending between multiple identities and stakeholders roles would benefit

research data management services.

0.2.2 Stewards as professionals on the boundary of domains.

The tendency described in the literature (Kim, 2020; Tenopir et al., 2017, 2019) and
confirmed in this study is that the library normally has the overall responsibility for research
data management services (L. Kvale, 2021b). “The plan is that I shall be one of the driving
forces behind this on behalf of the library, preparing the whole organization for research data
sharing” (L4 in Kvale & Darch, in press). Still, research support personnel from all four
universities pointed out collaboration between the different groups as central when delivering
research data services (L. Kvale, 2021b). Collaboration brings out different cultures, ideals

and motivations among the research support services.

Compared to colleagues [in the library] who have this glowing attitude
towards sharing, wearing Open Access buttons and such, well, I feel [ am

not quite there, with such a strong sense of dedication. (Research Office)

Researches are not convinced by the idealistic arguments of open access “evangelists” to

share data (L. Kvale, 2021Db).

“If you are not very into these things and you have a project where you just
want your research done, then you probably don’t want an ideologist

marching into your stuff with a banner, preaching this and that” (R1J)

Still the researchers are positive towards sharing data for creating new and more solid
research. The multiplicity of agendas in research support take the focus away from solidity
(Darch et al., 2020; L. Kvale, 2021b). Researchers are committed to their research, while
developers have other commitments in terms of both multiple projects (Darch et al., 2020)
and their own organizations as discussed above in chapter 6.1. Closer collaboration between
existing research support services would require a breakdown of existing organizational and
cultural boundaries within the different support functions, and would demand that the

research office, university IT and university library form a ‘holy trinity’ (RGA in Kvale,
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2021). Responding to this would be to bring together expertise from different traditions of
research support with solid research as the main goal along with the creation of a new

additional entity on the margins of current communities (L. Kvale, 2021b).

The emerging communities of data stewards could potentially contribute to the development
of a new common ground for research support (L. Kvale, 2021b). Several of the participants
in research support positions in this study already provide different types of data stewardship
services, including guidance, training, data storage and archiving and curation. In this work,
they are also sharing the borderland with researchers (L. Kvale, 2021b) . Documentation,
including descriptive processes, decisions, errors, transformations, and evaluations conducted
with research data as part of research is time-consuming for researchers. These are necessary
processes to document and make the evaluations and conclusions visible when data are to
change hands. Data stewards with a background from research, infrastructure providers and
policymakers all operate on the borderland to research (Teperek et al., 2018). They all do
their best to simplify and assist the researchers in this documentation and handover of data.
Their work in translating between different domains often goes unrecognised, however, and

the doors allowing one to return into the research milieu are not kept open.

Many of the decisions made regarding research data are based on invisible knowledge (L.
Kvale & Darch, in press; L. Kvale & Pharo, 2021). This is the

case for both ‘the ethical considerations conducted by researchers on when, what and where
to share’ (L. Kvale & Darch, in press) and data management where ‘researchers look to their
international research communities for best practice and request support functions in their
research institutions’ (L. Kvale & Pharo, 2021). This invisible knowledge has been built up
through experience and dialogue with fellow researchers. Maintaining such knowledge is
challenging and done through active memberships in the respective research communities.
Creating dialogue with library liaisons on how to succeed in combining identities and calling
for academic recognition of data stewardship are two strategies for connecting data stewards

with multiple communities.
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6.2.3 Summary of discussion of RQ 2

Scroggins and colleagues highlight the importance of the domain expertise of the researchers:
‘No matter how well code is documented, no paper trail can substitute for the rich domain
expertise and tacit knowledge of those who conducted the science’ (Scroggins et al., 2019).
Data stewards recruited from research to operate in a borderland of research and support are
one example of marginal people in the knowledge infrastructures. Data stewards are valued
for the skills of translating and performing invisible work. Of improving the flow or decrease
the number of obstacles when the research data are moving between different worlds: the
research group, other researchers, the archive and so forth. Handling multiplicity calls for
recognition of the effort in maintaining memberships in multiple communities of practice
(Wakeford, 2016). Recognizing these efforts would also facilitate for an exchange of
experiences with maintaining multiple memberships. There is also the possibly of merging
the two roles by making research a part of the work of data steward, looking to the roles of
the library liaisons (Hannah et al., 2020). Creating teams in which data stewards with
different expertise work together is another way of approaching the need for multiple skills.
Both approaches may be necessary to fill the current data stewardship gap.

Griesemer questions whether it is possible to assimilate, return or transcend (Griesemer,
2016). For this to be a real option, it is necessary to facilitate for the maintenance of multiple
memberships. Creating communities of practice for learning and exchanging experiences
would be a first step in recognizing data stewardship as a domain in the borderlands of
multiple distinct disciplinary traditions (Teperek et al., 2018). Marginalized researchers seek
recognition both as researchers and as data stewards; this requires strategies for maintaining
multiple memberships over time and career tracks and credit recognized in more than one
domain. As mentioned in 6.2.2, dialogs with library liaisons and working for academic
recognition for data stewardship are possible strategies for providing date stewards with
bonds to multiple communities. Exploration of ways for marginalized researchers and the
emerging group of data stewards to achieve recognition and keep their expertise as
researchers up-to-date is necessary as the data stewardship domain is growing. Just as
research is a lifelong process of learning and exploring new knowledge, so will data stewards

need to balance practice with learning.
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6.3 Facilitation of knowledge transfer in research data curation

The third research question, RQ 3, builds on the previous discussions of managing multitudes
in collaboration and own roles by asking: How do stakeholders manage these differences and

facilitate knowledge transfer among the key stakeholders involved in research data curation?

In collaborations, common platforms and agreements of standards and terms reduces
obstacles in the knowledge exchange. Often the different stakeholders perceive and apply the
entities necessary to facilitate data sharing differently. This is not necessarily a problem if
there is an agreement on a common goal and if the understanding of the entities are plastic
enough take the role as boundary objects (Star & Griesemer, 1989). Several entities in the
infrastructure share characteristics with boundary objects: Common grounds for
collaboration, Policies, Data management plans, Standardization documentation, and Data
repositories. In addition, Marginal researchers, and Research data have many of the same
qualities and functions in knowledge exchange.

In this section, the entities will be analysed as boundary objects in order to show how they
function to facilitate collaboration and knowledge transfer between the different stakeholders

and development of the infrastructure.

6.3.1 Common grounds in research collaborations

Common grounds on ethics and privacy in research collaborations are platforms of agreement
on directions for further collaborative work proposed in article 3 (L. Kvale & Darch, in
press). While creating common understandings of complex concepts such as privacy and
research ethics may appear labour-intensive and abstract, they work as points of reference
and common platforms in collaborations. In international research collaborations, countries
represent boundaries which researchers must relate to in terms of culture and legislation (L.
Kvale & Darch, in press). Article 3 highlights the importance of a common ethical and
personal privacy ground in international research collaboration (L. Kvale & Darch, in press).
These are complex concepts requiring an alignment of the differences in abstraction of
norms. Instead of presuming consensus-shared meanings, common grounds seminars could
facilitate the creation of common approaches to ethics and privacy within research groups.

This again would results in the ‘deletion of local contingencies and global rules’ (Star, 1989).
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Shared understandings are often presumed, however local contingencies in how complex
concepts such as research ethics and personal privacy are perceived and applied within a

project could reduce potential obstacles to sharing at a later stage.

0.3.2 Policies connecting domain by pointing direction

Policy documents shape the development work in a similar way by facilitating
communication and connecting different domains (Star, 1989; Wu & Worrall, 2019). Policy
documents create rules and directions from the top for how a domain should be developed.
Policies are sometimes criticized for being implemented without sufficient funding and

without the proper infrastructure in place.

The funders have started to say that if you are not FAIR and Open science
with your data, you will not receive funding, and the infrastructures are
behind, because it is very popular to create policies without money

attached (ITI1)

Aligning development of infrastructure with policy is challenging for the stakeholders
involved. Policies address two ends of the infrastructure development by outlining the
expectation for what should be developed and at the same time create expectations amongst
the researchers that these solutions are already in place. In this way, research support services
and infrastructure developers are caught in-between with expectations to deliver promptly

what they might lack the time and funding to develop.

As illustrated with Plan S and reorganization of infrastructure providers in chapter 6.1,
policies are created to push the development in given directions but are commonly interpreted
according to the needs of the various stakeholders as with the example of development of

data management plan tools discussed in 6.1.3.

6.3.3 Data management plans

The data management plan plays a role for multiple stakeholders in multiple ways (L. Kvale

& Pharo, 2021). The data management plan connects the stakeholders as a document laying
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the groundwork for how data collection and dissemination is to take place with curation,
sharing and reuse as goals (L. Kvale & Pharo, 2021). The current interest amongst
infrastructure developers in automation of the data management plans risks placing the
researchers on the side lines rather than focusing on the researchers as the primary users of a
data management plan, i.e., as a document for actually planning their homogenous ways of
conducting research. There is no single answer as to what research is and how it should be
conducted, nor is there one correct answer to how research data should be prepared for
sharing. The fact that something can be automated, measured and controlled according to one
fixed standard is not a valid argument for automating. Instead, there is the risk that the data
management plan will become merely a checklist to submit, “a bureaucratic exercise” (L.
Kvale & Pharo, 2021), rather than a tool to prepare the research data for sharing and for
increasing research quality and transparency. Researchers need autonomy and guidance in
developing a data management plan so that it enhances reproducibility and enables data

sharing (L. Kvale & Pharo, 2021).

6.3.4 Standardization documentation

During data collection and analysis, the writing of documentation as an unstructured or low
structured detailed description of what the data are and the transformations that are taking
place plays a key role in facilitating data reuse (Wu & Worrall, 2019). Documentation
typically holds a low degree of standardization across disciplines and methods to describe the
variations of data and research conducted. The role of documentation is to facilitate the
translation from the researcher to reuse in different contexts. Documentation is commonly
stored alongside data in repositories; the level of documentation and metadata in line with the
FAIR principle, however, is complex (Bishop et al., 2019; Kim et al., 2019; Yan et al., 2020).
The expertise to develop documentation, including describing the data so that the conditions,
time and place are specific enough for the data to travel, could be described as invisible work
(Star & Strauss, 1999). The standards for documentation and metadata must be both flexible
enough to grasp the richness of the data and standardized enough to allow interoperability.
The development of standards is happening within research communities, as discussed in
6.1.1., and within repositories. Consequently, different stakeholders talk past each other when
addressing metadata because metadata are necessary on multiple levels according to different

standards in order to disseminate the data they describe.
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6.3.5 Data Repositories

As data are transferred to the data archive or data repository, general metadata according to
the standard required by the archive are added (Kim et al., 2019; J.-S. Lee & Jeng, 2019).
Similar to libraries, ‘repositories are built to deal with problems of heterogeneity caused by
differences in unit of analysis’ (Star, 1989). Research data repositories do not end in a string
of events but are rather an element in the life cycle for research data with a separate
repository-central lifecycle for data curation. Archival metadata are commonly highly
structured for retrieval; ideally, also standardized across repositories, allowing discovery
tools to search across multiple repositories and fulfil the FAIR principles. Data archives
provided by data organizations/infrastructure providers align research data and
documentation in a new context as entities within the collection. The reuse of data requires
the repositories to facilitate both the archiving and the retrieval, which at first glance is
similar to that of libraries; however, research data are complex objects not easily classified
and standardized (Bowker & Star, 1999). Definition of scope, communities, and standards are
shaping the data repositories as units with a certain level of homogeneity in their multiplicity
(Donaldson et al., 2020). Different data repositories operate with different communities and
with defined scopes as memory. Curation and quality assurance are key operations conducted
by repositories to receive recognition from designated communities. In addition, they
facilitate research data in crossing disciplinary boundaries, to be reused and re-interpreted for

New purposes.

6.3.6 Marginal researchers

As discussed in 6.2, the number of stakeholders recruited from research to other stakeholders’
functions involved in research data sharing, creates a diaspora of trained researchers
operating in the borderlands of research: ‘A new social world of others like themselves’ (Star
& Griesemer, 1989). The creation of communities of practice as worlds where they are
valued for their research experience and identity is one strategy to acknowledge the existence
of researchers in the borderlands (See chapter 6.2). Their contribution to being marginal yet
multiple in identities brings together interactional expertise from multiple domains. When

researchers fear that the outsider will add additional agendas (L. Kvale, 2021b), the role of
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the marginalized researcher becomes to disseminate the voice of researchers and translate the

needs and goals of research to the outside worlds.

6.3.7 Research data

As described in the theoretical background, research data have a fluid meaning but have the
characteristics of boundary objects as they bring to light “the multiplicity of meanings and
the evocative powers of the artefact as a symbol’ (Boland, 2016). Symbolic powers of
research data are part of what makes defining research data so complex. Research data are
symbolically described as “the lifeblood of research” (Borgman, 2012) and are socially
created through the meanings researchers assign to them, making them artefacts of research.
Research data are temporal, as argued with the when of research data (Borgman, 2015;
Haider & Kjellberg, 2016). Just as research data must be defined and conceptualized
depending on application and context, it is also very much a matter of boundary crossing.
Recognizing that research data means different things to different stakeholders is a first step

in collaboration on the development of infrastructure for research data sharing.

6.3.8 Summary of discussion RQ3

Collaboration takes place amongst stakeholders with divergent perspectives on data sharing.
Stakeholder groups work towards multiple secondary goals, including political goals and
positioning of own organization (chapter 6.1 and Cox et al., 2019). Still, the previous sub-
sections in chapter 6.3 illustrate how collaboration and knowledge exchange amongst
stakeholders is based on an agreement on the importance of data curation for research quality
and transparency through sharing. Still, there is no consensus on how and why. The different
entities described are evolving back and forward between attempts at standardization and
residual categories. Standards are never static; our classification and understanding of the
world are ever changing (Bowker & Star, 1999). Knowledge and cultural perceptions define
existing hierarchies and understandings of the world (L. Kvale & Darch, in press). Mapping
and patching so that knowledge is not lost as categories change is a continual process of
curation taking place in repositories (Bowker & Star, 1999). By analysing infrastructure
development in the context of the hermeneutic circle, where added experience and knowledge

lead to new interpretations, the knowledge aspect of an infrastructure can be visualized. The
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process of adding knowledge becomes visible both in the evolving understanding of data
management plans and the dialogue necessary for policy development; here stakeholders
increase their knowledge on the issue and apply this in the development of entities.
Infrastructural development is a constant cycle of creating and dissolving as new knowledge

and new technology are added.

6.4 Methodological limitations

The Delphi method has been allegedly unscientific and criticized for forcing consensus

through group pressure (Woudenberg, 1991). According to Fletcher & Marchildon (2014),
the application of strategies from qualitative research in a modified Delphi strengthens the
quality of the study. The current study did not focus on creating a consensus, but rather on

understanding the directions of infrastructural development.

Other methods including survey, focus groups and ethnography were considered. The
homogeneity of the stakeholders, however, created a risk that surveys would become either
superficial and general or not property understood by all participants. Large surveys,
however, are popular in the domain and provided results that are easier to generalize. Focus
groups might have been an interesting approach, putting stakeholders in each location
together in dialogue about how they approach data sharing; on the other hand, focus groups
would silence the critical voices and the disagreements between the different participants.
Ethnography would not have given the frames of study that I needed to complete the data

collection but could potentially have provided a similarly rich data material.

Time and capacity are two of the main constraints when conducting a multiphase study
(Creswell & Plano Clark, 2018, p. 103). A PhD project has its clear limitations in both. I have
been lucky, however, in having done this over many years while working part-time at the
University of Oslo Library. Data collection, transcribing and preparation for the next data
collection have been time-consuming, and time to reflect on methodological choices and the

analysis has been essential.
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6.5 Reflections on the research design

In the final consent form, the participants were asked openly about how they felt about
participating in the study. The question was added to allow the participants to provide open
feedback on the research process and method. Based on notes taken along with the
interviews, I found mixed experiences amongst the participants. Some of the participants
experienced methodical choices as difficult. Some participants requested that the interview
guide be shared ahead of the interview and perceived it a workload for others; whereas some
said that reviewing the interview transcripts made them feel vulnerable reading their own
voice in a transcript, others appreciated this possibility to review. Others experienced that
they were asked to have opinions on issues they had not reflected on, while some participants
appreciated the sharing and were positive towards the experience of reflecting on issues they
had not previously thought about. I wanted clearer data on the participants experience, to also

evaluate how my emphasis on data sharing affected the participants.

In the consent form regarding data sharing, three types of feedback were received: 1 Opinions
on issues they had not reflected on; 2 discomforts in sharing interview transcripts; 3 own
learning through participation. Each of these three reflects aspects of the method noted during

the interviews and requires reflections when designing a study.

6.5.1 Opinions on issues the participants had not reflected on

While the participants were recruited as experts on research data in different roles, this was
not the primary occupation of all, and some questions were outside the scope of their domain
or interest. During the interviews some of the researchers made disclaimers regarding parts of
their responses such as ‘I just have to say that I don’t have a carefully weighed opinion on
this; this is not something I have spent time reflecting on — I just reply whatever pops into my
head as we speak’ (RIZ). The interviews were therefore carefully designed not to push
responses, and instead moved on to other questions or flipped the order of the questions to
start with what the participants were most comfortable discussing. The analysis focused on

using experiences as starting points and made it a point to respect statements like the one
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above. One researcher said she sometimes felt she was asked to have opinions on issues she

had not reflected over:

It has been a bit demanding because many of the questions were new to
me—and I barely understood the scope of some of them. So I felt sometimes
that the interviewer wanted me to have opinions on things I did not quite
understand and therefore did not have qualified opinions about.

(Researcher)

Similar feedback was also given before or after the final interviews by some of the other
researchers. It is challenging to select participants in a Delphi study; care was taken to avoid
recruiting biasedly only researchers who were outspoken on the issues of data sharing. Extra
attention regarding the participants’ opinions was necessary during the analysis, which also
shows the importance of giving the participants the response option ‘no opinion’. Knowledge
infrastructure for research data is a complex matter, and as one researcher pointed out
laughingly when I asked about DMP, ‘We do not all go around thinking about data
management plans 24/7’ (RIL2). She had not heard of a DMP prior to our first conversation.
In the end, the differences in expertise and perception amongst the participants contributes to

describe the rich landscape of data sharing.

0.5.2 Discomforts in sharing interview transcripts

The second type of feedback pertained to the review of the transcripts and sharing of non-

sensitive data. This was given from participants in different stakeholder groups:

The interviews worked well and have hopefully also been useful. One
recommendation for later projects is to modify transcripts so that they
consist of complete sentences, this would not reduce the truth content in the
reporting (which is to be approved by the interviewee anyway) and would
probably increase the understanding and ensure more unambiguous

interpretation. (Researcher)
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Transcriptions as text format often consist of incomplete sentences, one researcher suggested
that these should have been edited to complete sentences, arguing that this would give better
interpretations. While what she suggests would have required a complete rewriting and
locking the text interpretation to something that could blur uncertainty and associations the
subjects expressed, I acknowledge that some editing and proper proof-writing would have

made the transcripts easier to read.

1t is interesting to be in the information position and relate to one’s own
statements. Even if the information I have provided is in no way sensitive
or provoking, I feel some hesitation in accepting publication of the
interview material, even in pseudonymised form. This is interesting and
will be a useful experience to carry along with in the work with support

services for those working with qualitative data. (Research support)

The vulnerability the participants felt when reading their own transcripts adds to the debate
over personal privacy and data sharing addressed in the third article (L. Kvale & Darch, in
press). This discomfort regards participants’ personal identity and self-concept in the context
of data sharing and needs addressing from the research support functions to ensure that
participants privacy is protected. Some of the participants passively did not consent to
sharing data, this was done by not responding to the consent form for data sharing. Care was
taken not to push for responses, as no answer was interpreted as the easiest way to say no.
Identification and self-image are two different aspects of privacy that require equal weight,
the first often receives more attention and is easier to measure, self-image, however, is

equally or possibly more important to research participants.

0.5.3 Own learning

The third aspect was the learning and development of different perspectives. This is not only
a result of the development in the data sharing domain, or new questions brought up through
the interviews, but also a consequence of new knowledge from the participants. One research

support staff participation writes the following:
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Interesting theme and interesting question, which initiated reflections and
ideas. Considering my work participating in the study, it felt relevant and

useful. (Research support)

This participant brought out how the experience of being a research participant provided a
new perspective on data sharing. This aspect of participating in a Delphi study was shared by
several of the participants and corresponds with what Gupta and Clarke (1996) describe as
the learning that takes place in simulations, with the Delphi study being a research
instrument. In addition to this learning through participation, the learning was described as
conceptual understanding of issues as infrastructural development occurring. Comparing
understandings and knowledge in the two rounds of the interviews helped display not only
contextual and infrastructural changes but also developments in the participants’ views or
understandings of data management issues. As reflected on in the last interview by another

participant:

I have become more and more uncertain about what a DMP is [...]. [ am
sure I had a simpler understanding of the problem the last time we spoke,
and I am a bit frustrated regarding my lacking capability to get anywhere.
(INO in Kvale & Pharo, 2021)

The participant reflected on her own learning during the year. Opinions and understandings
of a phenomenon change over time; what might appear simple can suddenly become
overwhelmingly complex as one learns to understand it in more detail. This reflection
corresponds with way it is described by Gadamer (2004) in the hermeneutic circle. Our pre-
understandings shape our understanding and ‘this constant process of new projection
constitutes the movement of understanding and interpretation’ (Gadamer, 2004, p. 270). This
development is constantly happening as new knowledge is gained and part of the knowledge
infrastructure development remains invisible without the longitudinal approach. While the
time frame of a PhD project is too short to create true longitudinal data, the development in
the domain is happening so fast that some changes, such as the one noted by INO become
visible. The learning perspective illustrate how the development of the infrastructure
continues and expertise amongst the stakeholders grows, even though this study of the Kls

for research data is completed.
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6.6 Recommendations for further research

A line of inquiry which requires further exploration is the role of researchers as data stewards
and ways of balancing and adapting identities. This thesis scratches the surface of the identity
of professionalized data stewards but there are still many questions to answer regarding these

roles.

Furthermore, the exposure the participants felt when reading their own transcripts is an
important addition to the debate of personal privacy which would require further addressing
and unpacking from a research data management perspective and related to ensuring

participants privacy.

A final topic I hope to see addressed in future research is how research data sharing relates to
the identities of research. This topic was brought up by several participants when motivations
for data sharing came up. An investigation of data sharing in relation to what research is
would require levels of unpacking and analysing that go far beyond my philosophical
capacity. I believe a better understanding of this aspect is relevant for the current debate and

policy development regarding data sharing and would love to see this properly addressed.
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Chapter 7. Conclusion

Through the findings discussed in the previous chapter, the conclusion explores How do the
perspectives and expertise of key stakeholders involved in research data sharing affect
the collaboration and knowledge transfer amongst these through the lens of the three

research questions

RQ 1: How and why do differences between stakeholders’ perceptions affect their ability to

collaborate in the work of research data curation?

The development of solutions for research data is continuous, based on input from different
stakeholders. Both the Plan-S example, development of data management plan tools and the
reorganization of service providers illustrate a highly policy-driven development of solutions
promoting open research through a streamlining of the research services. When policy
documents are interpreted by infrastructure providers, researchers and research support, their
application of policy targets different aspects. Technical development fluctuating between
automation and reflection in a data management plan illustrates the continuous balancing of
the standardized and the temporal. Still, standards and best practice for data management are
developed within communities of practice as invisible bottom-up parts of research practice.
Further alignment of goals, putting research quality in the centre, would benefit the
development by indicating one direction, rather than multiple directions. The interpretive
translation of needs is a continuous proses of learning and knowledge exchange between
different expert groups. In this process the voice of the homogenic mass of researchers needs
amplification if we do not want to invest in solutions that are irrelevant for the research

communities.

RQ 2: How and why do stakeholders in research data curation perceive their own roles, and
the challenges they face, in facilitating research data sharing? How and why do they perceive

the roles and challenges faced by other stakeholders?
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Current development of the knowledge infrastructure changes existing roles as researchers
operate in related domains such as infrastructure providers, research support and policy
developers; the marginalized role creates challenges for researchers operating in the
borderland of research and support. This also goes for emerging professional roles such as the
data stewards. Data stewards are commonly recruited and evaluated based on their experience
with research, creating a new identity in the form of data stewards. Further, a breakdown of
existing boundaries between research support services could simplify the dialogue with these
services for the researchers; the data stewards place a central focus on the creation of a ‘new’

research support identity.

RQ 3: How do stakeholders manage these differences and facilitate knowledge transfer

among the key stakeholders involved in research data curation?

Development within the domain of research data happens with input of knowledge from
expert users and reinterpretation. Continuous development causes the different elements in
forms of boundary objects to be recreated within the infrastructure, moving between attempts
at standardization and residual categories. This process is taking place in a social context
where technology is changing society and society is changing technology; one cannot be
separated from the other, as the technological changes are ecological. A search for one
perfect infrastructure for data sharing would fail as it approaches infrastructure as something
to be finished rather than kept up-to-date and developed, linking the past with the future.
Different stakeholders apply entities in their different contexts with a certain level of
standardization; through application within the different communities the standards evolve,
the entities become residual categories before they again research a new level of
standardization. This process of developing standards and sharing goals contributes towards
knowledge transfer amongst the stakeholders involved; it does, however, require lines of

communication between the different communities.
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7.2 Implications

Expertise and the need to rethink research data support services with a focus on the identity
of data stewards as domain specialists and data management experts requires the creation of
communities and incentives for recognition of multiple memberships as addressed in 6.2.3. In
addition, it requires a re-thinking of research data services based on a common goal of
creating better research. Research data are expected to cross disciplinary, institutional, and
cultural boundaries according to the ideals of a global interdisciplinary research data flow.
Some research data are to be made openly available, while much research data should be
preserved and shared without being open due to rightful ethical or legal constraints. A close
connection to domain expertise and a focus on research data sharing applying and developing
interactional expertise are also needed. By abstracting the function of different items as
boundary objects, it is easier to address the different functions they have for different
stakeholders group, and instead of working towards a consensus, the differences can be
encompassed as a continuous development and improvement of standards necessary for

knowledge exchange.
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Appendix A: Approval personal data processing

Live Kvale
Pilestredet 48
0167 O5LO

Vir data: 22.11.2017 War ref: 5682973/ 5TM Deres dato: Diares raf:

Forenklet vurdering fra NSD Personvernombudet for forskning

Vi viger til melding om behandling av perfonopplyininger, mottatt 26.10.2017.
Meldingen gjelder prosjektet:

56829 Forskningsdata i Norge - Hvordan samsvarer forventninger, krav og
lesninger | kunnskapsinfrastrukturen for forskningsdata?

Behandiingsansvariig Hogskolen | Oslo og Akershus, ved institusjionens sverste leder
Daglig ansvarlig Live Kwale

Vurdering

Etter gjennomgang av opplysningena i meldeskjemaet med vedlegg, verderer vi at prosjektet er amfattet
av personopplysningsloven § 31. Persanopplysningene Som blir $amlet inn er ikke Sensitive, prosjektet er
samtykkebasert og har lav perSonvernulempe. Prosjektet har derfor fitt en forenklet vurdering. Du kan
0d i gang med prosjektet. Du har selvstendig anSvar for & felge vilkdrene under og Sette deg inn i
veiledningen i dette brevet.

Vilkér for vir vurdering
Var anbefaling forutsetter at du gjennomferer prosjektet i trid med:
= opplySningene gitt | meldeskjemaet
# krav til informert samtykke
# at du ikke innhenter 32nsitive opplySninger
* veiledning i dette brevet
« Hapgskolen i O%lo og AkerShus Sine retningslinjer for datasikkerhet

Veiledning

Krav til informert samtykke
Utvalget skal £ skriftlig og/eller muntlig informasjon om prosjektet og Samtykke til deltakelse.
Informasjon mé minst omfatte:
» at HogSkolen i Oslo og Akershus er behandlingsansvarlig institusjon for prosjektet
+ daglig ansvarlig {eventuelt student og wveileders) sine kontaktopplySninger
= progjektets formal og hva opplyiningene Skal brukes til

i P T oF godiger wed NEDE s Ao fbd o Godkbaning

MaLy - Morsk senler for lorskningsdas A% Hisrasd Hirligres galc 29 Tl +47-33 58 21 17 i bl Pl M U s YRS 521 K5
NEL = Norecgien Centre for Raecech Des  NO-5SNT Borpos, NORWAY  Faks +47-55 58 596 50 w sl



Appendix B: Information letter and consent form one

Request to participate in research project

" Research data in Norway: How do expectations, demands, and

solutions correspond in the knowledge infrastructure for research
data?”

Background

As part of my PhD project in Library and Information science at Oslo and Akershus University
College of Applied Sciences (OsloMet) I wish to understand how the current infrastructure for
research data in Norway works and what expectations there are for further development.

I use the term knowledge infrastructure [1]' to include the systems that surround the pure technical
infrastructure for archiving research data; and have identified researchers|2 |l, research support
services (research office, library and IT), infrastructure providers (NSD, Nird/Norstore and Bibsys),
and funders (Research council of Norway and Ministry of Knowledge) as relevant stakeholders.

The tocus will be the development of the knowledge infrastructure and how you, as different
stakeholders with ditterent foci, would like this development to progress. You will be asked to share

your thoughts on vour role and how you imagine what an ideal solution would be from your point of
VIEW.

Participation
In order to capture some of the development taking place within research data infrastructure, you will
be asked to participate three times within approximately one year:
«  First time, in January/February 2018 [ wish to interview you. The interview will take
approximately 30-43 minutes.
«  Second time, in June 2018, I will send out a questionnaire where the participants will be asked
to evaluate different statements. It will also be possible to add comments.
* Third and final part of the data collection will be January/February 2019, this time I would also
like to interview you possibly through Skype or similar.

The interviews will be open, and I wish to hear your attitudes and expectations related to systems and
support for the storing of research data (knowledge infrastructure). The interviews will be stored as
audio files and transcribed. The questionnaires will be sent out using a web-form solution {nettskjema)
developed at University of Oslo.

Information about the participants

All personal information will be treated confidentially. Further, I will try to keep the participants
unidentifiable in publications based on the study. Audio files from the interviews will be deleted when
the project ends. From the guestionnaire, no identifiable information will be collected.

When the project ends

! Knowledge infrasiructures are robust networks of people, artifacts, and institutions that generate, share and maintain
apecific knowledge abowt the human and natural worlds (Edwards, 2000, A vast machine : compuater models, climate data,
amd the politica of global warming. MIT Press.}

* Researchers who are asked to participate are researchers who meet sequirements of Data management plans trough H2020
funding.



The project is estimated to end primo 2021. With your consent, [ wish to be able to store the
transcribed interviews and the results from the questionnaire in a relevant open data archive. You will
be given the possibility to review and “black out”™ elements or claims you do not wish to be shared or
withdraw consent prior to data publication. Audio files from the interviews will be deleted when the
project ends.

Voluntary participation
Participation in the study is voluntary, and you can withdraw you consent without giving any reason at
any time.

Below is a consent form, if you wish to participate I ask you to sign by filling in your name and
returning the form to me.

The study is reported to Personvernombudet for forskning, NSD - Norsk senter for forskningsdata AS.
httpefweww nsd wib no'personvernombuod’en/index htm]

Please get in touch if you have any questions.

Best Regards

Live Kvale

Stipendiat

Institutt for arkiv-, bibliotek-, og informasjonsfag
Fakultetet for samfunnsvitenskap

Hegskolen i Oslo og Akershus

TIf: =47 4004 74 17

live.kvale@hioa.no

Consent to participate in the study

If you wish fo participate, sign by filling in name and date below.

I have received information about the study and am willing to participate.

{Signed by participant, date)

If you wish ro give permission o the sharing of transcripts of the interviews and responses given in
the questionnaire affer anonymization and final consent from you, sign by filling in name and dare
below.

I consent to sharing of anonymized interview and questionnaire data in a relevant data archive.

{Signed by participant, date)



Appendix C: Consent form two

Consent form knowledge infrastructure for research data

What is your e-mail address?
Your e-mail address will only be used to link your response to your participant code. The e-
mail adress will be deleted once your response is exported and linked with your participant

code.

Please select preferred language
Norsk
English

Etter 4 ha lest og analysert intervjuene i flere runder, ser jeg at flere av intervjuene inneholder
informasjon som gjer deltageren relativt enkelt identifiserbar for noen med kjennskap til
deltageren, eller gjennom sammenstilling med annen lett tilgjengelig informasjon.

Dersom du ikke er komfortabel med at du kan veere mulig a identifisere ber jeg deg trekke
tidligere gitt samtykke (under).

Resultatene fra sporreskjemaet er i mindre grad identifiserbare, siden resultatene er aggregert
i grupper (finansier, forsker, bibliotek, infrastruktur osv.). Hver gruppe bestar av 3-4

deltagere, totalt er det 24 deltagere i1 prosjektet.

After having read and analyzed the interviews multiple times, I see that several interviews
contain information that makes some participants identifiable for someone with knowledge of
the participant or by combining it with other available information.

If you are not comfortable with the possibility to be identified I advise you to redraw
previously given consent to share the interviews (below).

The results from the questionnaire are less identifiable, as the results are aggregated in groups
(funder, researcher, librarian, infrastructure provider etc.) Every group contain 3-4

participants, with 24 participants in total.

Dersom du svarer ja pa spersmal 1 og 2, velger du hva som kan publiseres 1 spersmal 4.
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If you answer yes to question 1. and 2., you select what material can be published in question

4,

1. Jeg har hatt mulighet til & se over materialet som deles og fjerne opplysninger jeg ikke

onsker 4 dele. (J/N)

1. I have had the possibility to review the material shared and remove any information that I

do not wish to share openly. (Y/N)

2. Jeg er innforstatt med at en publisering i relevant arkiv ogsa inneberer at materialet ikke

vil veere mulig & fjerne pa et senere tidspunkt (J/N)

2. I understand that publication of the data implies that it will not be possible to remove the

material post publication (Y/N)

3. Jeg er innforstatt med at til tross for at direkte personidentifiserende informasjon som navn
og arbeidssted er fjernet, si kan det veere mulig 4 identifisere meg basert pa informasjonen

som ligger i intervjuene. (J/N)

3. I understand that despite removal of directly identifiable information such as name and

workplace, it could still be possible to identify me based on the information in the interviews.

(Y/N)

Jeg samtykker til at folgende innsamlede data publiseres:
Intervju gjort vinteren 2018  (J/N)
Sperreskjema av hesten 2018 (J/N)
Intervju av vinteren 2019 (J/N)
Dette samtykket (pseudonymisert) av varen 2019  (J/N)

4.1 consent to publication of the following data:
Interviews from winter 2018 (Y/N)

Questionnaire from autumn 2018  (Y/N)

Interviews from spring 2019 (Y/N)

This consent (pseudonymized) from summer 2019 (Y/N)
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Hva syns du om & veaere deltager 1 denne studien?
Metoden jeg har brukt i studien, og da sarlig bruken av samtykke for & dele pseudonymiserte
intervjudata, blir en viktig del i min avhandling. Dersom du har noen refleksjoner om det &

veere deltager 1 studien vil jeg gjerne hore om det, bruk feltet under.

What did you think of participating in this study?

The method I used in this study, and in particular the use of consent for sharing
pseudonymized interview data, will be a central part of my dissertation. If you have any
reflection on your experience of being a participant in the study, [ would like to hear about
this, please use the space below.

Tusen takk for din tid og for deltagelse 1 denne studien.

Thank you for your time and participation in this study.
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Appendix D: Interview guide one

Intervjuguide

Introduksjon

Hvem jeg er

Hvorfor jeg er der/ Forklare hensikten med intervjuet

Hva jeg vil/ Antyde hva jeg er interessert i fa vite noe om

Ingen eksamen, lov 3 si at dette vet jeg ikke noe om, eller har jeg ikke noen mening om —
meg er ogsa det verdifulle svar.

Hva som skal skje med materialet/ Anonymitet og datadeling

Lydopptaket vil bli transkribert (lydopptaket slettes ved prosjektslutt)

@nsker & kunne lagre transkriberingen i et dpent arkiv

Mulighet til 3 lese over og evt «svarte ut» elementer som ikke gnskes delt, eller
kommentere om det gnskes vil bli gitt sa snart transkriberingen er gjort.

Alt som blir sagt handteres fortrolig inntil du har hatt muligheten til 3 se over.

for

Informere om at det er. mulig a trekke seg fra intervjuet, eller nar som helst senere i studien.

Innledning:
1.1 Kan du beskrive pa hvilken mate du jobber med forskningsdata?
1.2 Hvilke utfordringer mgter du?

Forskningsdata:
2.1 | konteksten nye krav om deling og lagring av forskningsdata, hvordan vil du beskrive
dine holdninger?
e  Stikkord: resurs, tidkrevende, merarbeid, muligheter

Krav: Det stilles stadig nye krav til hvordan forskningsdata skal handteres.

3.1 «Sa apne som mulig sa lukkede som ngdvendig» star det om forskningsdata i den
nasjonale strategien for tilgjengeliggj@éring og deling av forskningsdata’. Kan du
reflektere litt rundt hva som menes med dette?

3.2 Hvordan pavirker krav om datahandtering ditt arbeid?

7 https://www.regjeringen.no/no/dokumenter/nasjonal-strategi-for-tilgjengeliggjoring-og-deling-av-
forskningsdata/id2582412/secl
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3.3 Det refereres mye til FAIR & prinsippene som innebaerer at data skal veere: Findable,
Accessible, Interoperable and Reusable hva tenker du om disse i forhold til maten du
jobber pa (og dine forskningsdata)?

4 Hvor mye og hvor lenge:
Et tilbakevendende spgrsmal er gjerne hva skal bevares, og for hvor lenge.
4.1 Har du tanker eller forslag til hvordan dette kan Igses?
e Bruke gjerne eksempler fra eget fagomrade og tenk gjerne pa hvem som bgr ha
ansvar for hva her.

5 Kunnskap og oppleering:
5.1 Til hvilke ressurser eller kanaler henvender du deg for a vaere oppdatert pa krav til
lagring og deling av forskningsdata?
e Stikkord: nettsider, konferanser, kolleger, offentlige dokumenter osv.
5.2 | hvilken grad vil du si at resursene du trenger er tilstrekkelig godt organisert og
tilgjengelige?
5.3 Hvem har ansvaret for at forskere har tilgang pa tilstrekkelig kompetanse pa
organisering av data med tanke pa tilgjengeliggj@ring?
e Stikkord: Fagmiljger, dataarkivene, forskerutdanningen, bibliotek,
forskningsradgivere, IT

6 Roller og ansvar
6.1 Hva er din rolle i kunnskapsinfrastrukturen® for forskningsdata?
e dataprodusent — radgiver -teknikker — finansigr, annet
6.2 Hvordan ser du din rolle i forhold til andre som jobber med forskningsdata?
6.3 Hvilke andre er mener du er viktige aktgrer i en kunnskapsinfrastruktur for
forskningsdata?
e Utdyp gjerne hvilke ansvarsomrader de ulike har og hvorfor du ser det slik.

7 Inndelt etter funksjon, om den som intervjues har flere funksjoner stilles spgrsmal fra flere
kategorier

7 a) Forsker

7.1 Utfra hvordan du jobber, hva er dine infrastruktur behov for forskningsdata?

8 https://www.nature.com/articles/sdata201618

 Knowledge infrastructures are robust networks of people, artifacts, and institutions that generate, share and
maintain specific knowledge about the human and natural worlds (Edwards, 2010, A vast machine : computer
models, climate data, and the politics of global warming. MIT Press.) For & se hvordan begrepet benyttes
anbefaler jeg rapporten Knowledge «Infrastructures: Intellectual Frameworks and Research Challenges»
http://hdl.handle.net/2027.42/97552
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7.2 Har du laget en datahandteringsplan for ett eller flere av dine prosjekter? Fortell gjerne
hvorfor (ikke) og del eventuelle erfaringer med & lage en slik plan.

7.3 Om du er kjent med datatidsskrifter/data journals og data papers som méte a publisere
data pa, hva tenker du om dette?

7 b) Finansier

7.1. Hvilken linje ber Norge ligger pa i forhold til krav om deling? Utdyp gjerne hvorfor

e Stikkord: Foregangsland, pa linje med EU, litt etter EU, Norden, UK, andre?

7.2 Premiering av de som er flinke til & gjore sine data tilgjengelig for andre kommer stadig
opp som tema, hva er dine tanker om dette?

7.3 Om du er kjent med datatidsskrifter/data journals og data papers som méte & publisere
data pa, hva tenker du om dette?

7.4 Hva ser du som hensikten med en datahandteringsplan?

7 ¢) Forskerstotte

7.1 Hvordan er oppgavefordelingen og samarbeid mellom dere og nasjonale
infrastrukturtilbydere?

7.2 Hva er det viktigste dere gjor for & lette arbeidet med forskningsdata for forskerne ved
deres institusjon?

7.3 Hva ser du som hensikten med en datahandteringsplan?

7 d) Infrastruktur

7.1 Hva vil du si er viktigst i tjenestene dere leverer?

7.2 Hvordan er oppgavefordeling og samarbeid mellom dere og forskerstgtte ved
institusjonene?

7.3 Hvilke infrastrukturbehov dekker dere ikke i dag?

7.4 Dekkes disse behovene av andre aktgrer, eller er det planer for 3 Igse disse behovene?

7.5 Hva ser du som hensikten med en datahandteringsplan?

8 Fordeler og ulemper
8.1 Hvilke ulemper ser du med deling av forskningsdata?
8.2 Hvilke fordeler ser du med deling av forskningsdata?

9 Infrastruktur

9.1 Hvordan vil du beskrive den tekniske infrastruktur/lagringslgsninger for forskningsdata i Norge
slik den er i dag?

9.2 (spgrsmal til finansigr og infrastruktur) Har det nye tjenesteorganet en rolle?
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10 Drgmmescenario

10.1  Hvis du skulle fa skissere opp en dremmelgsning for forskningsdata hvordan skulle denne
vaere?

10.2  Hvilke krav bgr stilles de som benytter denne for lagring av data? (metadata, lisenser,
publisering)

10.3  Skulle forskere vaere palagt & benytte denne?

10.4  For at data skal vaere forstaelige for andre og mulig a finne igjen trengs
metadata/beskrivelser av dataene, hvordan bgr dette Igses?

e Hvem har ansvaret for a registrere metadata?

10.5 I hvilken grad mener du at det er ngdvendig med kontroll/gjennomgang av data og
metadata etter at de er lagt inn?

10.6  Hvordan bgr sitering forega? (hva og hvem skal krediteres)

10.7  Hvordan ser du for deg at support bgr fungere?

10.8  Ser du det som mulig at dagens Igsninger kan mgte disse gnskene?

10.9 Hva mener du er de viktigste funksjonene i en slik infrastruktur, og hvorfor?

Informere om oppfelging

Mulighet til & se over det transkriberte intervjuet (sendes ut senest juni)

Sperreskjema med pastander aprox. Juni

Nytt intervju varen 2019 - skype?

Ta kontakt om du ensker 4 tilfoye noe

Er det noe du kommer pa 1 etterkant at du gjerne skulle ha sagt s er det bare 4 sende meg

mail eller ringe.
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Kari Andersen
Data Manager

The explorer

Kari has a master-degree in biostatistic and is
fascinated by classification and organisation of
specied in biolegy. Through statistical
classification she has caught an interest for Al
She was working close with a research group
during her masters and was later hired as a
research assistant. Her role gradually became
more of a data mangaer, and when a new center
for brain research was established, she was
hired as a data steward. She is also taking somae
axtra courses within data science to work with
yet other methods and discipline as data
manger/data scientist,

Through the RDM network at the university she
found out about RDA and is now engaged in
both bio and health data interest groups,
where she keeps up to date and makes friends

Pirrsons developed by Live Kvale

* Documentation

* Working with large databases
* Coding

* Systematisation

« Data tranformation

* Metadata standards

* Interoperability

Motivation She loves working in the

creative environment of
research but still clock office
]"IDI.II"I-.

At the lab she is descnbed as the right hand of
tha professor and the to go to person for the
people working there,

creative & social



David Carpenter

Data Curator

The analyst

David has a PhD in computational linguistics
and many years of data intensive research.
Recently he has gotten an accredited course in
data stewardship offered by GoFAIR office.
David has a scientific oriented, analytical
mindset. He was engaged several years in data
driven research but he got more interested in
the challenges related to ontologies metadata
detinitions and less interested in the scientific
topic and the final publication. Thanks to his
research background he is able to read
through the lines and understand the
researchers and that priorities of a researcher.
David is good at convincing them that a by-
product of a proper data management
planning will be more citing and therefore
mane accred itations!

+ Systematisation

* Making data FAIR

- Metadata, documentation and provenance
* Data archives and archiving

» Coding and programming

* Data mining

« Formatting and data transformation

Mativation: David enjoys translating
between disciplines,
understanding their needs
and solve problems

David loves research and the university as a
work environment but he prefers warking with

the data rather than publishing.

accurate & structured



Kim Smith

RDM service coordinator

Il‘.ﬁlfl

The idealist

Kim Smith is responsible for the data
management services at the university.
Through a senes of workshops held at the
center she has given researchers and master
students their first "plan for you data before itis
lost” course. She also adwee on privacy and
copyright issues, while she does not have a
background in law, expenence has made her
able to adwice on many of the issues that occur,
whaen in doubt she consults the data protection
officer. Kim is also responsible for reviving and
approving DMPs even if the workload is shared
and the planes reviewed collabaratively at the
center. Trough DMP review she is able to
dentify potential challenges at an early stage.
Kim likes to teach, she hold several of the RDM
training courses offered at the university and is
actve in RDA policy groups.

P O3 ||l'|'l'|l'l||r."| by Liwa Kvala

* Communication and interpretation
* Policy expert

* Research ethics & personal privacy
* IP- law

- DMP

* Metadata

Motivation Builds unique knowledge in
the organisation and
contribute to making
research transparent and
verifiable

Kim genuinely believe open science will make
the world a better place and that proper data
management can solve the reproduction crisis.

structured & strategic
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Appendix F: Questionnaire

Questionnaire - Study on knowledge infrastructure for research data in Norway

Thank you for participating in the study for my PhD project on knowledge infrastructure for
research data. Based on the interviews preformed this winter | would like you to answer
some questions. Answering the questionnaire takes between ??? and ??? minutes.

The knowledge infrastructure is fragmented and the respondents to this questionnaire have
different roles, please answer based on what you are familiar with and express your
personal opinions. Please use the open questions to elaborate if there is something you

would like to add or comment.

Please look through the questions (attached) and get in touch if you would like explanations
or clarifications on my questions.

Please answer in nettskjema (link)

Regards,
Live Handlykken Kvale

Preferred language:
English
Norwegian

1. To what extend do you agree with the following statements
1=Disagree, 3= Agree and 5= Strongly Agree 1-5 No opinion

a. The point of data sharing is to make research verifiable and/or reproducible.

b. Transparency and the possibility to trace results in the data material is one of the
things that defines research.

c. Sharing research data is necessary to enable critique and evaluation of research.

d. Datais not analyzed enough and given the large investments in data collection, it is
only reasonable to share the material.

e. When research data is shared openly it is possible for other researchers to use the
data claiming that they have collected the data themselves.

f. Data sharing increases the value of the research data if other researchers makes
new data connections.
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Research data should be freely available (as in no costs). There are great positive
externalities (additional effect) with sharing of research data and charging for access
to data that is already collected is unfortunate.

Innovation: by increasing access to research data people can use it for something
positive.

Science develops by building on previous research and creating something for others
to build on, without sharing science does not evolve.

Letting other researchers analyse your data can provide a different perspective, this
is innovative and can drive the innovation.

2. In the interviews, the greatest concerns regarding data sharing relate to privacy and

other ethical challenges. | would like you to share your opinions on the issue by

considering the following statements.

The term “privacy protection parties” refers to NSDpersonvern, REC and NESH, and

Datatilsynet.

a)

b)

h)

1 Strongly disagree Strongly agree 5

Privacy protection is important for public trust in research

There should be more room for putting privacy aside in order to conduct important
research.

Research ethics is a difficult subject; | try to avoid it.

In the Google age there is no such thing as anonymity, that is why we need
platforms with privacy protection embedded.

Privacy protection parties often lack an understanding of research.

It is confusing and conflicting for researchers that NSD is both collecting data and
has a responsibility in regard to privacy protection.

Privacy protection parties and ethical committees contribute to improve the quality
of research.

Many researchers will claim that their data cannot be shared because they are

sensitive, but an elaborated version of the data could in many cases be shared
without privacy being an issue.
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i)  When it comes to qualitative data you lose the details when you anonymize, but the
value is often in the details.

j)  Research ethics is not that relevant for my work.

2. Your ideal data person
In several interviews, the need for a data person of some kind (data steward, data curator,
data scientist, data librarian, “datargkter”) was mentioned. In order to get a better
understanding of who this is or could be, | would like you to spend some minutes creating
an image of an ideal person.
| am asking you to create an imaginary character here, so please use your imagination.
a. Position/job title *
If you do not see the need for such a position please give a short explanation on why
there is no need for this.
b. Name
c. Workplace - Where does this person work and who are they employed by?
d. Background — brief description of work experience and educational background.

e. Bio - Please provide a short description of who this person is.

f.  Skills - please add a minimum of three words that describes what this person is
particularly good at.

g. Motivations — please describe what makes this person enjoy their work.

h. Other things - Feel free to add additional information about this person.

3. The Data management plan (DMP) is mentioned by several of you as a tool in good
data practice, at the same time, it is not clear whom the DMP is created for. Please
point out who will be the three primary users of the DMP, and range them 1-3 by
importance, please use the extra space to explain your view (if other please specify).

The researcher, other researchers, the data steward/data person, The institution, The
funder, the archive, the journals, Other?
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5. Please select what you find to be the five most important reasons to make a DMP
(please select no more than 5 of the statements below and range them 1-5 by importance)
1 2 3 4 5

a) To create awareness in the research community for the need for data stewardship.

b) By being in control of their own data management, the research gets better and
more efficient.

c) DMP gives the universities an overview of the ongoing research projects

d) When the researchers think about what they are doing at an early stage, they can
make intelligent choices about their data.

e) The DMP provide the archives with information (metadata) they need when data is
deposited.

f) DMP gives the archive the possibility to plan for data that are going to be deposited
there.

g) It makes the researcher think about how to make their data and metadata FAIR
(Findable, Accessible, Interoperable, and Reusable).

h) A DMP creates awareness and agreements on data procedures within a research
group, particularly important when several partners with different data needs are

involved.

i) A DMP shows what data is produced in a project when the project is finished.

j) A DMP is primarily a tool for those who take care of the data after it has left the
project.

k) A DMP is a planning with a commitment to making the data as open as possible.

I) A DMP makes researchers aware of the value of what they are collecting.

6 a) What do you think would be a reasonable amount of a research budget to spend on
data management? *
Please give an approximate in percentage and an explanation.

6 b) Who should cover the costs of data management? *

The university (at some level)
It should be budgeted in the project.
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other

If other please specify

7. In order to describe the knowledge infrastructure for research data please use a
minimum of three adjectives:

that describe what the knowledge infrastructure is.

that describe what the knowledge infrastructure should be.

that describe what the knowledge infrastructure is not and should not be.

(use cloud with adjectives as ill?)

Please comment on your answer.

8. Below some of the key-functions mentioned in the interviews are listed, please rate
their importance as of level of requirement in an infrastructure for research data.
(1=Not at all relevant and 5= Very relevant) 1-5 No opinion

a) Data publishing, also implying metadata.

b) Enough storage capacity

c) Complete workflow: recording, pre-processing, storage and one click to archiving with
verification.

d) Possibility to use the data without downloading

e) Access from anywhere, without requiring for example an institutional affiliation.

f) Provenance: easy to see who created the data, and in what context.

g) Tailor-made option to the various user needs

h) Brings the computing and analysis tool to the data.

i) Interoperability between different solutions provided by different providers

j) Heritable metadata from project to files.

k) Shares metadata with discovery tools and search systems.

1) User friendliness.
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m) Automated connection with related articles.

n) User (researcher) involvement in the infrastructure development.

o) High capacity for uploading, ability to steam quantity of data to remote storage.

p) Alignment with journal policies.

g) Possibility to share data with reviewers only during article review.

r) Quality assurance, not just a dump for everything.

s) "Reviewed by" and "approved by" functions to assure data quality.

t) Advanced consent and privacy options for research participants.

u) Possibility to share parts of the data openly and that an agreement on collaboration is
signed before full access.

Please comment on your response
9. Do you have any thoughts on how the infrastructure can better facilitate transparency
and replication in research?
10. Is there anything else you wish to add?
Do you consent for the information given in this form to be made openly available as part
of my research data? *
The responses to the questionnaire will not be linked to the interviews, but grouped by

primary role (policymaker, researcher, research support, infrastructure provider).

Yes
No

Thank you for answering my questions.
| will contact you again for a final short interview in the beginning of 2019.
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Appendix G: Preliminary and final codebook

Theme Code Sub-code
Knowledge infrastructure Todays infrastructure
The role of journals
DMP DMP experience
DMP goals
Dream scenario Priorities

Technical solutions

Support

FEthics

Privacy

How much and for how long

Costs and benefits

Practical experience with data

Infrastructural needs

Gaps

Infrastructural plans

International aspects

Demands

Need for guidelines

FAIR

National requirements

Experience of demands related to own work

As open as possible

Accreditation

Rewards

Citation

Cultural change

Knowledge and training

Own knowledge

Researchers knowledge of data

Knowledge resources

Metadata and data review

Open Access
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Roles, responsibilities, and collaboration Other stakeholders

Distribution of responsibility

Library

Data steward

Own role

Research support

Collaboration

Unit

Socio-tech aspects

View on the future

challenges

Disadvantages

Unethical use of data

data fitness for use

Data integrity — actitation and rights issues

Drowning in data

Confidenciality and personal privacy

Competition and when to share

costs

Can demands of sharing result in lower data

quality

Security in data storage

Time consuming and labour intensive for

researchers

Unclear ownership

Losing control when sharing openly

Difficulties of commercialising what is

openly available

advantages

Uncover fraud

better research other researchers can understand your

research better
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higher quality data and data documentation

reproducibility

Standing on the shoulders

transparency

historical value

visibility

Added value in the society

more back on investments

Avoid duplication

Further usage

More interdisciplinary research

Combining existing data for new findings

new and more collaborations

innovation

Increase trust in research in the general

public

Data Journals

data quality

Own attitudes

The research process

New ideas and concepts

Table 8 Preliminary codebook used for exploration of topics in phase one
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Theme Code Description

Persona/data steward Career Career tracks and career possibilities for data stewards
Cent Centralising of research data support services across research support
entre
departments
Trust Researchers trust in external data stewards to advice and do data
rus
management
Mata management plan  User Addressing users and usage of data management plans

. . Discussing practical experience with using the different, existing data
Experience with tools
management plan tools

Ethics Personal privacy Privacy protection in research
Consent Usage of consent as legal basis when processing personal data
Public trust The general public’s trust in research
Cost profit Cost and profit aspect of data archiving
Integrity Research integrity
Research essere ethos of research, what research are or strive to be
Research ethics Thought or experiences regarding research ethics
Internationalisation Internationalisation in research and data sharing
Embedded privacy The use of embedded privacy in privacy protection

Privacy vs. research Balancing of the respect for privacy with conducting high quality

research
Cultural change Plan S Plan S and Open Access
FAIR The FAIR principles for data sharing
Data sharing Cultural change regarding attitudes or experiences with data sharing

DM in education Changes regarding the embedding of data management in education of

researchers
Incentives The usage of incentives for a cultural change towards open science
Infrastructural . . .
New infrastructure Development of new infrastructure or infrastructural changes
development
- Organisational changes or organisations impact on the infrastructure
Organisation
development
Method My data sharing Opinions/reflections/experience with the data sharing in this project
Consent Thoughts on the use of consent in this project
Experience as participant Own experience as research participant in this project
Qualifiers Reflections
Practical experience
Suggestions
The qualifiers were used on the coding to sort the different ways the
Concepts . .
subject (noted by adding theme and codes) was addressed.
Critique
Motivation
Expectations
Table 9 Final codebook
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Using Personas to Visualize the Need for Data
Stewardship

Live Handlykken Kvale

Thereis a current discussion in universities regarding the need for dedicated research
data stewards. This article presents a set of fictional personas for research data support
based on experience and requests by experts in different areas of data management.
Using a modified Delphi study, 24 participants from different stakeholder groups
have contributed to the skills and backgrounds necessary to fulfill the needs for data
stewardship. Inspired by user experience (UX) methodology, different data personas
are developed to illustrate the range of skills required to support data management
within universities. Further, as a competency hub for data stewards, the development
of a research data support center is proposed.

Introduction

Data are the entities researchers draw conclusions from and are essential for fellow research-
ers to examine and criticize results. Transparency and access to data, the analysis applied, and
the conclusions drawn are part of what defines research.! Data sharing and data archiving is
expected to resolve the reproducibility crisis in research and provide new insight.> Conse-
quently, academic journals and research funders are increasingly requiring research data to
be made available.? Along with requirements for sharing data in academic research, there has
been a growing need for new skills for data managers, data stewards, data librarians, and data
scientists.* These new roles are professionals who assist researchers in managing research data,
avoiding data loss during the research process, and preparing the data for archiving and pub-
lic access. Digital research data are easily lost, and steps to preserve data must be taken in all
stages of the research process.” Consequently, skills to maintain and curate data are required,
but which skills are needed? And where in the universities should curation services be offered?
These questions are currently being explored® and debated in libraries and among infrastructure
providers.” This paper draws on a study of stakeholders involved in research data management
in Norway involving policymakers (this group included representatives from the Norwegian
Ministry of Education and Research, the research council of Norway and the rectorate of one
of the included universities), national infrastructure providers,® and researchers and research
support staff (in university IT, library, and research office) from the four oldest universities in
Norway. By using persona templates adapted from user experience (UX) methodology,’ this
paper explores how the data stewards are described by different stakeholders. The aim with

*Live Hindlykken Kvale is a PhD candidate at Oslo Metropolitan University; email: live.kvale@oslomet.no. ©2021
Live Handlykken Kvale, Attribution-NonCommercial (https://creativecommons.org/licenses/by-nc/4.0/) CC BY-NC.
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the making of the personas has been to visualize how a data steward team could respond to
the various necessary competencies and skills needed for data management support.

Internationally, “data steward” is one of several terms used in the literature and among
practitioners to describe a person working with research data management (RDM). “Data
librarian,” “data manager,” and “data curator” are examples of other titles with somewhat
overlapping responsibilities.!” The term data steward is used in this article, as it is less domain-
specific than “librarian,” “curator,” or “scientist.” The usage of “data steward” is intended to
include all the different requirements for data management.

The research question investigated is:

Who are the data stewards in the universities?

a. What roles should data stewards play?

b. What services should data stewards provide as part of these roles?

c.  What skills do data stewards need to carry out these services?

By developing a set of data personas, it becomes possible to illustrate and exemplify one
possible response to each research question; it is not to be interpreted as a universal solution,
but rather as an example of how roles, skills, communication, and services for data manage-
ment may be organized. The findings also focus on potential obstacles and what to be aware
of when developing data steward services.

Literature Review

A broad range of literature on RDM skills were identified through searches for “data steward,”
“data librarian,” “data manager,” and “data curator” in Web of Science and Scopus. These
articles were supplemented by searching relevant journals that are not indexed in these data-
bases, such as JesLib and the International Journal of Digital Curation and adding other relevant
documents. The different articles highlight the skills required in data management and the
different roles of data professionals. The articles were grouped into three categories according
to how the data steward was described: 1) new responsibilities of the librarian; 2) the embed-
ded data steward in the research environment; and 3) other approaches to data management
services. In addition, the literature review contains a section on the usage of personas related
to data management services.

In the library and information science literature a majority of articles on data steward-
ship aim at clarifying which skills are needed for the data professional librarian offering data
management support to researchers at the university.!" Both Brown and Federer emphasize
that “support for researchers’ data needs is a moving target”'? that needs to be supported by
a skills development program in libraries.” The most important skills identified by Federer
relate to communication, presentation, relationship with researchers, teamwork, and one-to-
one training." This argument is supported by Kennan, who finds that communication skills
in many forms were the most in demand for RDM positions; she further emphasizes the need
for “boundless curiosity,” including both the willingness and ability to learn new things."
Kennan identifies four different roles that ensure data management in the different stages of
the data life cycle: “the data librarian/data manager,” “the data IT and systems experts,” “the
data scientist,” and “the data creator.”'® Cox and Corrall illustrate the role of the “research
data manager”" in the breach between the faculty and the academic library, connecting the
institutional repository manager role in the library with the research produced by the fac-
ulty. The data librarians described can either be skilled generalists in data management or



334 College & Research Libraries May 2021

be specialized in a particular discipline. Disciplinary specialization can be achieved through
engagement with subject specialists and researchers.'®

A data steward working in a research group or similar research environment with data
management is here referred to as embedded data steward. These domain-specific data
stewards are primarily used in data-intensive research within health sciences' and natural
sciences® and specialize in data management in a single discipline. An editorial from Nature
Genetics* starts with a clear statement regarding data stewardship, asserting that, “profes-
sional data stewards be trained and employed in all data-rich research projects, [which]
raises the exciting prospect they will conduct research on data-intensive research itself.”*
Some articles describe solutions for data management within national research institutes® or
data centers.* The articles on embedded data stewards are discipline-specific and involve a
high degree of specialization with a focus on the development of best practices and domain-
specific standards.” This illustrates how an embedded data steward needs to understand the
methods and data they are working with in addition to preservation and metadata. None of
the articles describing data stewards in research environments are from the humanities or the
social sciences. These disciplines have traditionally been less data intensive, and research is
often conducted without data sharing among collaborating researchers. Also, the humanities
and social sciences cater to needs differently, such as the trend of digital scholarship centers
run by university libraries that explicitly serve the field of the digital humanities.® These are
some possible explanations to why the experiences with embedded data stewards in the hu-
manities and social sciences are fewer and newer, which again could explain why examples of
embedded data scientists in humanities and social sciences have not yet reached the literature.

While embedded and library-centric were the two large categories to be found in the
literature, there are other approaches to data management services. One example is the one-
stop research support described by Clements” where someone can find answers to all ques-
tions regarding research data in one place, possibly a web portal. Another approach by Delft
University in the Netherlands places domain-specialized data stewards within the faculty
departments.”® The service is coordinated by the library but aims to integrate the services
of the data steward in each faculty. Still, their goal is to provide “more granular disciplin-
ary experts.”? The report from Research Libraries UK and Matt Greenhall exploring digital
scholarship in UK libraries argues for a “mixed economy of digital scholarship support”*
whereby the library partner supplies other research support facilities at the universities with
complementary expertise in data management. In literature on data scientists the term “Data
unicorns”? is used to mean an unrealistic skillset for one person. Kennan transfers this to the
idea of the data steward.®

What the literature on data stewards has in common is the exploration of professional
domains and services new to librarianship. The primary challenges described include the tar-
geting of the right level of specialization versus the general knowledge of data management
and communication and collaboration between the different levels within the organization.*

In the context of RDM, there are three examples of the usage of personas® within the
literature. Lage builds on the usage of personas to improve institutional repositories for
publication.®® Crowston includes “Abby the Science data librarian”* in the group of users of
research data repository. Both focus on the researcher, presenting five®” and eight™ researcher
personas with different needs in regard to data management and different interests in using
institutional archives for research data. A recent report on education for data stewards from
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Denmark?® presents the use of personas to illustrate the different needs and skill sets requested
for data stewards in both the corporate and research sectors.

Methodology

RDM is a rapidly developing domain. To grasp some of the changes and developments, a
Delphi study with an expert group and multiple rounds of data collection was found to be
suitable.*

The expert group of participants in a Delphi study provided the possibility of bringing
preliminary findings back for discussion, contributing to the understanding of the percep-
tion of roles through negotiation, testing, and learning. A group of 24 stakeholders partici-
pated in the study (see table 1). The group contained representatives from policymakers and
national infrastructure providers in addition to researchers and research support staff from
four universities in Norway. Recruitment of participants from different stakeholder groups
was to include different aspects of the development of the sociotechnical infrastructure for
research data and potentially uncover gaps or disagreements. The data steward was one ele-
ment highlighted from multiple stakeholders as a gap or missing link. The four universities
are the oldest in Norway, are all multidisciplinary, and have well-established collaborations
on administrative and technical infrastructure. From the policymakers, rectors of research at
the four universities were invited to participate (unfortunately, only one of the four invited
rectors agreed to participate) in addition to representatives from the Norwegian ministry of
knowledge and research and the research council of Norway. The infrastructure providers
represent different organizations that offer data archiving services to universities in Norway
(these three are all publicly funded and offer different archive services). The researchers were
invited based on their receipt of European Union (EU) funding. The EU requires data man-
agement plans from the projects they fund. Researchers were identified through the cordis
webpage (https://cordis.europa.eu/en); of 25 invited researchers, 8 participated in the study.
This way of identifying and recruiting researchers was done to avoid potential biases related
to engagement with data management as a topic. It also gave a pool of researchers with dif-
ferent disciplinary backgrounds (biology, musicology, science studies, economics, neurosci-
ence, psychology, philosophy, gender studies). The grouping of researchers as working either
individually (RI) or collaboratively (RG) was done during the analysis of data from the first
round of collection, as the needs described corresponded with how the researchers collabo-
rated with other researchers on data, rather than with disciplinary backgrounds. The research
support staff were recruited with the focus of including representatives from three types of

TABLE 1

The Participants Organized According to Role
Role/Stakeholder Category Individual Participant Codes
Researchers working individually RI RIZ RIJ RIL RIB
Researchers working in groups RG RGV RGD RGA RGW
Policymakers PO POU POS POK
Infrastructure service providers IN INH INO INR
Research support IT IT ITE ITY Tl
Research support, research office RO ROC ROX ROT
Research support, library L LM LP LG LN
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research support services (library, IT, and the research office). Five of the research support
participants also had previous experience as researchers, and two provided IT services that
were offered both locally and nationally. In some cases, the participants did not want their
statements to be identified with them; these have been marked with stakeholder category.

Within UX methodology, personas are commonly used to describe users of computer sys-
tems.* The development of personas builds on data collected through interviews or surveys,
with the aim of creating fictional characters, either based on the participants or to fill the roles
they describe. By creating personas, system developers flip the focus from the system to the
user, aiming to create a product that fits well for some users, rather than merely adequately
for everyone.”” With the ongoing changes in the data management landscape and current
infrastructure development, the data stewards will be central users. Still, who will fill these
roles is not clear.

By using the expert group of the Delhi study to develop data stewardship personas, this
study is not claiming to offer a universal solution but provides an illustration of how the differ-
ent roles could be distributed. Data steward personas can be useful both to system developers
and to the universities that employ data stewards and develop data management services.

Figure 1 illustrates the different phases of the study. In the exploration phase (January
2018), open interviews approximately one hour long were conducted with the participants.
Data stewardship and skills for data management were but two of the several themes brought
up in the interviews.

To further explore the expectations of the different stakeholders interviewed regarding
data stewards, the second round of data collection (September 2018) had a section dedicated
to the data steward (see appendix) inspired by UX-persona design. All answers were given
in free text and were optional.

FIGURE 1
Delphi-inspired Multiphase Method*
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In the concluding phase (March 2019), a first draft for three personas was developed based
on the preliminary findings. This draft was presented and discussed with the participants in
open interviews lasting about 30 minutes. The persona drafts were shared with participants
prior to interviews as part of the interview guide. The findings presented in this article are
from all three rounds of data collection and include an integrated analysis* of the results.
Quotes presented in this paper are marked with a participant code and 1 or 2, referring to first
or second interview (for instance, “RGA2”). Data from the survey are not linked to participant.

The collected data were, for the most part, qualitatively coded and analyzed themati-
cally,” initially using the software NVivo and later using XML for thematic coding and Python
script for extraction. Some of the results from the surveys, such as background, education,
and skills, were counted and treated quantitatively.

Most participants granted permission to share the whole or parts of the data with directly
identifiable information such as names removed. They all had the opportunity to review data
they contributed ahead of publication and to indicate if there were parts they did not want
published. The data, including the XML codebook, Python script, interview guides, transcripts,
survey, and consent forms can be accessed through Zenodo.*

Findings

The findings first present the need for data stewardship before exploring in greater detail the
skills and background requested for data stewards, which are used in the development of
the personas.

The Need for Data Stewards

Several participants pointed towards a need for data stewardship. The vocabulary used to
describe this need varied along with expectations as to how this role should be filled. The
practical challenges of data planning, data management, and data curation were explored,
along with collaborative skills between existing research support services, data stewards, and
researchers.

Data management does require knowledge of research. Respondent ITE (research sup-
port, university IT cf Table 1) emphasized that, “the researchers know their data so only they
will be able to describe their data, but they need help from the data curators” (ITE1). The data
curator role described by ITE is defined as working with the departments to create continuity
and preserve valuable digital data. ITE also believed in employing data curators to avoid data
loss when temporary staff leave and further describes the need for data stewardship and data
management as a consequence of data-intensive research. Among the researchers, RIZ feared
that the general data steward would not be able to understand the context: “To do this type
of job you must know the context, and to do this on an industrial scale might work in some
cases but probably not in all” (RIZ1). As RIZ pointed out, some data types might be easy to
structure and organize with a lower degree of specialized knowledge, whereas other types
require a higher degree of specialization and domain-specific knowledge.

Understanding when different types of knowledge are required is also an issue, as well
as understanding what one can expect researchers to do themselves versus what they need
additional expertise to do, such as making data interoperable and creating a data management
plan (DMP). Participant ROC addressed the long-term perspective: “I don’t believe any re-
searcher can have the responsibility to follow the data from collection [...] until they are ready
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to be stored for maybe 1000 years.” Making decisions on what should be selected for long-
term storage itself requires expertise in addition to performing the actual data preservation.

Two of the researchers working in larger collaborations have hired, or are in the process
of hiring, data stewards. RGA works on a multidisciplinary project that generates a large vol-
umes of data from a variety of sources, while RGD collects social science data from previous
projects for reuse in a new context. Both agreed on the need for data management: “The largest
need is for human resources to manage data” (RGA1) and, “For us, research data means how
to integrate data from all these sites, how to harmonize, standardize, and integrate them, and
then how to analyze them in a way that something new comes out of that” (RGD1). RGD also
described how several people are working with different aspects of data management, from
data cleaning and access control to the re-collection of consent from participants.

Collaboration is also suggested as a challenge: “I believe it is important with such a
holy trinity that IT, library, and administration could become if they would work together”
(RGA1). She pointed to the need to combine different people with different skills and dif-
ferent backgrounds to solve complex issues and to create robust data management services.
Also, one of the research office staff noted that collaboration is key: “There is not one such
person, one that knows everything, it is a Kinder egg, three, four or five things you need to
have thorough knowledge of” (ROT1). Metaphors such as “Kinder egg” or “Holy Trinity”
have similarities with the “data unicorn,”*” indicating that expectations for research sup-
port services for research data ought to be collaborative to deliver the complexity of skills
required. In the survey, one participant from the library explained that, rather than a person,
she saw as the best solution a team of people with different competencies complementing
each other.

Researcher RGW explained that data management was the responsibility of the professor
in charge of the lab: “In our group we don’t actually have a data manager, but it is mostly the
job of the professor. The data type has been fixed a couple of years ago that the data should
be analyzed in such and such a way, so it has the same data structure. The professor acts like
a data manager also. But because we are temporary researchers, and we have our own style,
[the] professor should decide the data structure” (RGW2). As the majority of the researchers
in the lab are there temporarily, it is the responsibility of the lab, and the professor to decide
the structure and formats of the data, to “act like a data manager.” Still, since RGW’s descrip-
tion pointed to a high level of awareness, there is likely a formal or informal protocol for data
management in the lab, and the responsibility belongs to the principal investigator. Also, among
research support staff, it is agreed that the researchers themselves should be responsible for
knowing basic data management: “I think that as a researcher, I would not say you are obliged
to, but you should know basic data management” (LM2). This does not, however, exclude the
need for dedicated data managers and further highlights the need for available training.

The participants described the following needs for data stewardship:

* As research is becoming increasingly data intensive, larger research groups may need
to hire data managers.

¢ Data loss from PhDs, postdocs, and other temporary staff when leaving the university
is a challenge.

* To find the right balance between the generalist and the specialist is important in terms
of playing the right data management support role.

* A closer collaboration between IT, library, and research offices is needed.
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¢ All researchers cannot be expected to do data management on their own, yet it is the
responsibility of the researcher to ensure good data management in his or her research.

Collaboration and Communication between the Different Support Levels

In the survey, there were 20 responses to the question regarding the workplace of the data
steward, which showed a general agreement that closeness to the research environment is
essential. In particular, the researchers emphasized that the employee should work in the re-
search groups. The research group or/and departments (10) were mentioned most frequently,
but the research administration (4) and the library (5) were also suggested as appropriate work
environments for the data steward. One suggested the national research data infrastructures
as the appropriate place to employ the data steward. In the interviews, several participants
elaborated on this by emphasizing how collaboration and communication between different
levels of support within the universities are crucial:

You need to create a system where these people actually work together and are able to
interact in a good way. [...... | There is a pulverization of responsibilities absolutely ev-
erywhere, and with such a research data center it might be possible to avoid this, given
the entry points and the information flow and such. (RGA2)

Both responses show how the workplace of the data steward is one issue to consider, but
many challenges are related to organizational culture, organization, and information flow. One
of the researchers suggested coordination between the universities to ensure standardized and
high-quality services: “You need a way to assure that you even out the pressure from place to
place, so you don’t end up in one bubble, each with the development of strange subcultures; this
is important to avoid, difficult to avoid but very important” (RIJ2). The workplaces of the data
stewards need to be interconnected in networks of information and skills exchange locally and,
perhaps, nationally and internationally. As RIJ notes, hiring data stewards without facilitating
knowledge exchange can easily create dysfunctional subcultures rather than interoperable data.

Speaking the Same Language
The respondents (21) mentioned several educational backgrounds in different combinations;
the results have been split and grouped in figure 2. Further, four mentioned the master’s level,
and five mentioned the PhD level as the appropriate educational level. Others suggested
higher education without specifying the degree level. The respondents all suggested that
the ideal candidate would be a highly educated person preferably with research experience,
often in combination with a background in data stewardship, IT, or library and information
science (LIS).

As one of the staff members at the university explained, a PhD degree can be a gateway
to communication with the researchers to “speak their language” and create trust:

It helps if they all speak the same language. That is part of the success in my department,
where half of the staff have a PhD, so we can communicate with the researchers.... You
first need some positive and some negative experiences in order to make the transition.
Someone has done this internally ... others who have not committed huge mistakes yet,
they just continue to build, data on data on data and more data, without any control. (IT12)
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FIGURE 2
Preferred Background for Data Stewards

Research
Library 6 Researcher 2 assistant 1

The notion that experience of research can be one way of creating trust and knowledge of
the data types and methods used in the field is another point of entry. However, ITI believed
that the need for data management must often be experienced by the researchers before it can
be taken seriously. Similar backgrounds help in creating relational bonds and trust between
researchers and data stewards:

I think this is also a kind of confidentiality. There is something like a role you trust, like
that person is to be really trusted, so I think it would be, I don’t know, but if I was a re-
searcher I would be a bit, I don’t know maybe awkward to contact somebody who is just
a data manager and is not related closely to my field. (RGD2)

One of the researchers described a fear that the data stewards operate using their own
agendas:

If you enter on the side in that mean of adding an additional agenda beyond solidity and
such, sometimes that might be an advantage for some types of projects, for others it might
be alarming, both economic and in terms of work environment. (RIJ2)

Research experience among data stewards or similar disciplinary backgrounds are possible
strategies to create common ground between data stewards and researcher. These strategies
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might also help to avoid additional agendas on the part of data stewards. Interest in research
or the research topic might help to assure the researchers that solidity and reproducibility are
the stewards’ primary motivations for data management. There are, however, already several
agendas present in the field of data management, such as economic interests,* and an interest to
explore existing data in new ways through data science.* For the researchers, on the other hand,
the purpose of data management is primarily to document and archive research data for their
own reuse and for reproducibility. One of the policymakers pointed to this conflict of interests
and motivations: “A risk in this area, and what we have seen until now that the area suffers from,
is that library and archive people, bureaucrats, and non-researchers have taken a strong role of
leadership” (PO). When policymakers, archivists, IT developers, data scientists, and librarians
all see different potential in research data, these interests might come to overshadow the core:
the quality of research and the challenge in overcoming the reproducibility crisis.

The question of what motivates the data steward in doing their job becomes important for
building relations between the researchers. Twelve participants answered this question. Ethical
motivations and genuine engagement in research were seen as the most important motivations:
“Engagement both with good research and ethical data management,” “the enjoyment of assist-
ing researchers in taking care for their data and sharing data in a safe way,” and “[Contributing]
to making research transparent and verifiable.” Other responses described a methodical person
with a genuine interest in research who can provide a valuable contribution by organizing,
providing services, building something together as a team, and contributing to science.

Dividing Tasks but Maintaining Responsibility
When asked to write a short biography, nine participants responded. One of the descriptions
given was that of a “technical and tidy person,” and other characteristics included a good overall
understanding of research and of the research data life cycle: “The person must be mature or
experienced enough to understand the range of the field of data management and curation,
and the limitations for what should be shared and [to] understand the whole lifecycle of re-
search data in projects.” Another participant described “a service-minded person able to work
closely with several research teams.” Thus, both emphasize that technical and social skills are
necessary, along with experience, knowledge, and the ability to provide professional guidance.
One participant gave a longer description of a researcher who wanted to work in-depth with
data and who enjoys both the service and the problem-solving aspects of data stewardship.
Balancing the interest in the research with motivations to keep the data structured and
documented to enhance the quality of the research results without adding additional agendas
is important. Still, the involvement of the data stewards must be balanced in such a way that
the responsibility of the research data is not completely transferred away from the researchers:

You hope that data management should become embedded in normal research practice, for
much of this can, with fairly simple means, become part of existing routines.... Because
the problem, if you get a data manager in the group, is that the others might not take as
much responsibility for the data management. (LM2)

The interviewed researchers shared the concern of LM. A data steward must provide
support without creating an excuse to transfer the responsibility from the researchers; when
data are deposited in an archive, a transfer of responsibility can take place:
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The researchers themselves must be responsible ... I realize this myself in part of these
discussions, that one thinks “yes, we create this role, and then everything is solved, but
it is not at all in that way. Because the researcher sits with the data set and needs to make
sure this is in order, and then you need a curation function, but that again depends on
the data set and where you are in your research process.... But from the moment we have
a publication, with a corresponding data set, made available, then the data set will still
need curation, but then you are more on the library side. First the researcher needs to sign
off the responsibility, and then others take it on. (RGA2)

Another option proposed by RIZ is not to create data stewardship positions, but to dis-
tribute responsibility among existing researchers in a group:

I would say that the competency should be in the group, and not in an extra position; |
believe there are other positions more important to prioritize, so I guess I am against all
these, but the nearer the better. (R1Z2)

RGA and RIZ work in extremely different research environments: while RGA works in
a collaborative and data-intensive environment, which employs its own data managers, RIZ
is a theorist and collaborates with other researchers on publications. RIZ’s point of assigning
responsibility for ensuring data quality to the researcher is representative of the view of many
researchers, in particular those working independently. She argued that the quality of your
data is the quality of your research, and your responsibility as a researcher.

Fifteen participants listed different skills as being necessary for data stewardship; some
skills were mentioned several times. The skills mentioned are analyzed and grouped in table
2. Different labels, such as personal skills, general skills, research skills, knowledge of law
and policy, technical skills, and archiving skills, differentiate the variety of skills listed. The
label “general skills” is used for skills that are found to apply to more than one of the other
categories. Knowledge of metadata are most commonly mentioned. However, none of the
researchers mentioned metadata explicitly. There is one mention of “data management and
storage for further use,” while another writes about “coding, systematization and law”; this
is the response that best reflects the feedback from the researchers, along with responses that
emphasize personal skills, such as creativity, punctuality, and good communication skills.

The Personas

Based on the analyses, the placement of a support service in the right context, with appropri-
ate channels of communication and collaboration, appears to be one of the major challenges
of delivering appropriate services. As a workplace for two of the data steward personas, the
Research Data Service Center (RDSC) has been developed. The RDSC draws on inspiration
from the development of digital scholarship centers, but with a multidisciplinary approach
and with the emphasis on strengthening collaboration between the different research support
services within a university. Several participants requested better collaboration to provide
better data management support; the suggested RDSC is one response to this. In the RDSC,
the library, IT, and the research administration are aligned in a partnership for coordinated
research data support. Further, three different data steward personas filling different roles
and levels of support are presented: the RDM service coordinator, the data curator, and the
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TABLE 2
Data Stewardship Skills (times mentioned in parentheses)
Personal General Skills: Research Law and Technical Archiving
Skills: Skills: Policy: Skills: Skills:
Structured and | Knowledge of Knowledge Understanding | Programming, | Metadata
organized (4) research (4) of discipline- |and coding, related (6)
specific interpretation | scripting (4) (hereunder:
terminology | of policies (3) metadata
(2) demands,
standards,
documentation,
descriptive
metadata)
Accurate (5) Research ethics Ability to Knowledge Technical Familiarity with
(3) understand of law and aspect of data | organizing and
discipline- juridical management planning for
specific needs | aspects (2) (1) different types
(1) of research
data (2)
Dialog with Knowledge of the | Statistics and | Define policies | Ability to work | Systematization
end user/ FAIR* principles | methodology | (2) with large (2)
communication | (1) (M databases and
2) LIMS (2)
Creative (1) Data Personal Digitization (1)
management privacy (1)
and storage for
further use (1)
Flexible (1) Ability to IP-law (1) User interface Search (1)
work with (m
guidelines and
documentation (1)
A problem Familiar Data Data archives
solver able to with DMP transformation | (1)

think outside of
the box (1)

procedures (2)

(M

Good listener
(m

Archival
standard for
curation and
secure long-
term archival
storage (1)

*Findable, Accessible, Interoperable, and Reusable: FAIR Guiding Principles for scientific data
management and stewardship.
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data manager. Again, it is necessary to emphasize that personas are fictive entities, and real
people could be filling these roles. The number of data stewards will vary depending on insti-
tution size. The survey responses gave a mix of male, female, and gender-neutral names, and
the personas have been carefully constructed to reflect this. The author selected illustration
photos to give the personas more of an identity by providing them with a face; care has been
taken to avoid stereotyping. The names and photos were presented to the participants in the
final interview; none of the participants presented any opinions on either, but focused on the
roles and skills embedded in each persona while referring to each with the names.

The Research Data Service Center

The RDSC is run collaboratively by IT, the library, and the research office at the university. The
RDSC has been established to solve issues of RDM support and training but also espouses other
related research skills, such as data visualization, data analysis software, and support on statistics.
The services they offer are divided into core services provided by RDSC staff and coordinated
services where the RDSC is the host for related networks and courses. RDSC is designed to be
user-centered and responsive to current needs among researchers who are testing and offering
the latest in technologies for research data. By having an approval function for data management
plans and, by coordination, network meetings of data managers, they map and respond to the
knowledge level and needs of their local environment. The RDSC are up to date on challenges
and needs in their community. Further, they collaborate closely with different departments at the
university to ensure that data management training is offered to researchers and graduate students.

Core Services
* DMP review and consultancy
* One-to-one data management support for PhDs and researchers
¢ Courses in data management
¢ Coordination of the “peer-support network” of data managers

Coordinated Services
* Hosting courses focusing on skills for research (Python, poster design, R and other
courses provided by the Carpentry community)
¢ Hosting other peer support networks (such as Carpentry study group, R-ladies, and the like)
¢ FAIR training courses

There are three groups of staff at the center: permanent staff, student staff, and associated
staff. In addition, they collaborate closely with the data protection officer and with a network
of data managers hired by a research group.

The permanent staff includes one RDM service coordinator (Kim) and data curators of
whom David is one.

Based on requests, student staff are hired from a pool of data science students and PhD
candidates. This offers students interested in data management an opportunity to practice
and brings new expertise into the center. Some of these students end up being hired as data
managers in data-intensive research groups upon graduation.

Associated staff work at the research office, library, and in IT but have some tasks at
the RDSC. Typically, expertise on data analysis software and statistics are offered by IT staff
along with support on writing. DMPs and grant fulfillment are offered by the research office,
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and metadata and data archiving are offered by library staff. In addition, each individual
brings their own skills—some with graphic design, others with ontology building, artificial
intelligence, interaction design, or semantic web technologies. This renders the center an
interdisciplinary environment that focuses on collaboration and RDM, as well as the prolif-
eration of skills for data-centered research.

The RDM Service Coordinator — Kim Smith
Kim Smith is the coordinator and communicator with the RDM ser-
vice. She has a master’s degree in LIS and several years of experience
at the university library. Kim works as RDM Service Coordinator
at the RDSC and is responsible for the data management services
at the university. She oversees and coordinates everyone involved
at the RDSC. Kim enjoys teaching and presides over several of the
RDM training courses offered at the university. Through a series of
workshops held at the center, she has given several researchers and | Photo 1:Kim Smith, Iil.
s . . from Colourbox

master’s students their first RDM course. She also advises on privacy
and copyright issues, and while she does not have a background
in law, experience has made her able to advise on many of the issues that occur. When
in doubt, she consults the data protection officer. Kim is also responsible for the review
and approval of DMPs. The workload is, however, shared, and the plans are reviewed
collaboratively at the center. Through DMP reviews, Kim, David, and other staff at the
RDSC are able to identify potential challenges at an early stage and offer support. In ad-
dition, Kim is active in the international coordination work done with the Research Data
Alliance. Core skills:

¢ Communication and interpretation

¢ DPolicy expertise

* Research ethics and personal privacy

¢ Intellectual property law

¢ Data management plans

* Metadata

Motivation: Kim believes in contributing to making research transparent and verifiable
and building new knowledge in the organization.

Kim believes that proper data management can solve the reproduction crisis and help
rebuild trust in research in society in general. With a background as a librarian, she is focused
on data quality and longtime curation. Kim is also concerned about maintaining the legacy
of prominent researchers at her university. Her colleagues describe her
as structured and strategic.

The Data Curator — David Carpenter

David holds a PhD in computational linguistics and many years of ex-
perience with data-intensive research. Recently, he has taken a course
in data stewardship. David has a scientifically oriented, analytical
mindset. He had been engaged for several years in data-driven research,
but he became more interested in the challenges related to ontologies | photo 2: David Carpenter,
and metadata definitions and less interested in scientific topics and [ !!l-from Colourbox
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final publications over time. David is good at convincing researchers that a by-product of
proper data management is an increased number of collaborations, citations, and accredita-
tions. Core skills:
¢ Systematization
* Making data FAIR
* Metadata, documentation, and provenance
¢ Data archives and archiving
¢ Coding
¢ Data mining
¢ Formatting and data transformation
Motivation: David enjoys translating among disciplines, understanding researchers’
needs, and solving problems.
David loves research and the university as a work environment, but he prefers working
with the data rather than publishing. He is described as accurate and systematic.

The Data Manager — Kari Anderson

Data manager Kari Anderson is the disciplinary specialist, while the
staff at the research support center are the generalists. She is one of
the data managers working in the data-intensive research groups at
the university. The data managers meet monthly at the peer support
network at the RDSC to exchange experiences and solve concrete
problems. Kari makes sure there is an agreement on standards and
protocol for data management within the research group. When new
staff is hired or if students are participating, she makes sure they are
briefed in data management before touching anything. Kari identifies
with the other researchers in the group. She is good at picking up on potential issues at an
early stage, and if someone has problems with conversions, transfer, or the merging of data,
she loves the challenge. She is also focusing on deleting what is obsolete, rather than keeping
every version of everything.

Kari has a PhD in neuroscience and is fascinated by classification. Through statistical clas-
sification, she has developed an interest in AL. She was working closely with a research group
during her master’s and was later hired as a PhD. During her PhD period, her role gradually
became more of a data manager, and when a new center for brain research was established,
she was hired as a data steward. She is also taking some extra courses within data science to
work with still more methods and disciplines as a data manager/data scientist.

Through the RDM network at the university, she learned of the Research Data Alliance
and is now engaged in the health data interest group, where she keeps up to date. Still, her
heart is most at home in the R-ladies network. Core skills:

¢ Documentation

e Working with large databases
¢ Coding

¢ Systematization

¢ Data transformation

* Metadata standards

¢ Interoperability

Photo 3: Kari Anderson, Ill.
from Colourbox
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Motivation: Kari loves working in the creative environment of research while still clock-
ing office hours.

At the lab, she is described as the right hand of the professor, the go-to person for the
people working there, and a creative and hard-working part of the team.

Persona Summary

By creating the personas Kim Smith, David Carpenter, and Kari Anderson, the aim has been
to visualize and concretize one example of how both a team providing general support and
a data steward working within a research group can function. What is crucial is that the data
stewards have a genuine interest in contributing to research and a combination of the right
soft skills and knowledge of research along with technical, law and policy, or archival skills.
The personas can be applied both in the development of software solutions and as inspiration
when creating better research data support at the institutions.

Conclusion

The findings from this study show that outreach, education, and problem solving are only
some of the keys to the creation of a functional service for data management. There are several
concerns that must be taken into account as a service is developed.

Four primary challenges for providing data stewardship at universities are identified:

* Placement of responsibility: Researchers must retain their responsibility for data
throughout the research cycle. When depositing to a data archive, responsibility can
be transferred if the selected archive offers curation services.

¢ Communication: Lines of communication between support levels must be established
to avoid closed subcultures and to exchange best practices between domains.

¢ Knowledge of data and methods: There is a need for local and specialized expertise
within an increasing number of domains. It is necessary to find the appropriate degree
of disciplinary knowledge to provide support. Knowledge of research is essential;
however, the researchers are responsible for data management in their projects.

e Joint research support effort: Research data management requires several different
types of expertise that traditionally are spread among different research support
departments at universities. The creation of a general research data support team or
center with connection to the research office, IT, and the library is crucial to cover all
aspects of data management.

One solution can never fit all, and, while a general team will be able to solve and sup-
port a wide range of issues, many larger research communities need dedicated staff with
specific knowledge of the issues and concerns that are relevant for their research data. While
data management is gradually becoming current practice within several data-intensive com-
munities, it is also needed among researchers producing and collecting small heterogeneous
datasets, referred to as the long tail of research data;* a research data support center is an
attempt to resolve this. A general team will function as a professional network for discipline-
specific research data staff and could potentially assist research groups in recruitment and
transfer of skills and knowledge across disciplinary boundaries. Motivated by contributing
to research, data stewards can be recruited among both graduate students and researchers;
however, understanding of research and research methods is important.
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APPENDIX

Questions describing the data steward in the survey.

Your ideal data person

In several interviews the need for a data person of some kind (Data Steward, Data Curator, Data
Scientist, Data Librarian, “Datargkter”) was mentioned. To get a better understanding of who this
is or could be, I would like you to spend some minutes creating an image of an ideal person.

I am here asking you to create an imaginary character so please use your imagination.

a. Position/job title
If you do not see the need for such a position, please give a short explanation on why there
is no need for this.

b. Name

C. Workplace: Where does this person work and who are they employed by?

d Background: Please give a brief description of work experience and educational
background.

e. Bio: Please provide a short description of who this person is.

f. Skills: Please add a minimum of three words describing what this person is particularly
good at.

g. Motivations: Please describe what makes this person enjoy their work.

h. Other things: Feel free to add additional information about this person.
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Perspective
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Abstract

A three-phase Delphi study was used to investigate an emerging community for research data
management in Norway and their understanding and application of data management plans (DMPs). The
findings reveal visions of what the DMP should be as well as different practice approaches, yet the
stakeholders present common goals. This paper discusses the different perspectives on the DMP by
applying Star and Griesemer’s theory of boundary objects (Star & Griesemer, 1989). The debate on what
the DMP is and the findings presented are relevant to all research communities currently implementing
DMP procedures and requirements. The current discussions about DMPs tend to be distant from the
active researchers and limited to the needs of funders and institutions rather than to the usefulness for
researchers. By analysing the DMP as a boundary object, plastic and adaptable yet with a robust identity,
translating between worlds (Star & Griesemer, 1989) where collaboration on data sharing can take place,
we expand the perspectives and include all stakeholders. An understanding of the DMP as a boundary
object can shift the focus from shaping a DMP which fulfils funders’ requirements to enabling
collaboration on data management and sharing across domains using standardised forms.
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Introduction

The data management plan (DMP) is promoted as a tool for ensuring good data
management and a first step for making data as open as possible, enhance reproducibility and
reusability of collected data and avoid data loss (Michener 2015). Funders are increasingly
requiring DMPs to be submitted along with research proposals and updated during the research
projects (European Research Council 2017). Following funders requirements, a growing number
of either discipline or funder specific templates and tools for DMPs have been developed. Within
the research data management community the current focus is on making machine actionable,
readable and interoperable DMPs exploiting the “thematic, machine-actionable richness with
added value for all stakeholders” (Miksa et al. 2019). Several studies on DMPs take a
quantitative approach to measuring effects, either in actual shared data or as successful funding
(Diekema, Wesolek, and Walters 2014; Johnson and Knuth 2016; Mischo, Schlembach, and
O’Donnell 2014; Van Loon et al. 2017; Westra 2017). Other articles focus on the importance of
writing a DMP (Nature 2018) or how to write one (Burnette, Williams, and Imker 2016;
Michener 2015; Wright 2016). All are useful and applied approaches with a focus on meeting
requirements and receiving funding. This paper takes a different approach by aiming to
understand the DMP as an object and document in the research process by investigating how
the DMP is perceived by different stakeholders that all claim an interest in the plan and the
planning.

The research questions investigated in this paper are:
1) What perspectives on DMPs are held by different stakeholder groups?
2)  How do these perspectives help or hinder DMPs as tools to support data management?

Background

In 2017, the European Union’s! (EU) Horizon 20202 (H2020) programme updated the
EU’s research data policies to require that new projects funded by the programme had to create
a DMP (European Commission, 2016; European Research Council, 2017). A policy document
from the Norwegian Ministry of Education and Research (Kunnskapsdepartementet, 2017)
made recommendations for universities and university colleges to require DMPs. The policy
document described the DMP as a document containing plans for how research data will be
managed through the research lifecycle to make data sharing an embedded part of the
workflow. Further it should be a guiding document to help researchers in the project planning.
Also the DMP should aid institutions, the research council and others in ensuring that the
requirements are met, and, it should serve as inspiration for other researchers to learn best
practice (Kunnskapsdepartementet, 2017). The DMP is also expected to increase awareness and
improve the way researchers document data and to enhance reproducibility
(Kunnskapsdepartementet, 2017). The current template for H2020 DMPs from the European
Research Council (ERC) focuses on how data can be made findable, accessible, interoperable
and reusable (FAIR) and describes the costs associated with data management (European
Research Council, 2017). Unlike the EU (European Research Council, 2017) guidelines, the
policy document from the Norwegian Ministry of Education and Research emphasises that each
institution is responsible for approving the DMPs (Kunnskapsdepartementet, 2017), and calls for

I Also funding associated countries, such as Norway, under the same conditions.
2 https://ec.europa.eu/programmes/horizon2020/en/what-horizon-2020
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the design of a tool to support development of DMPs. This has led to two national research data
storage providers developing and publishing generic DMP tools?.

In the EU and in Norway as addressed in this study, DMPs are relatively new to all
stakeholders, including the researchers. The European Union ran a pilot requesting DMPs from
selected thematic areas funded by Horizon 2020 between 2014 and 2016. In 2017, this pilot was
extended to cover all areas of Horizon 2020 (European Commission, 2013, n.d.). In Norway, a
pilot on DMPs for climate research was done from 2014 to 2015, the aim being to learn whether
DMPs would encourage more data sharing (The Research Council of Norway, 2014). This
attempt was regarded as unsuccessful due to a lack of experience and knowledge for evaluating
the DMPs amongst reviewers (Schjelberg, 2015). In its 2017 policy, the Norwegian Ministry of
Education and Research points to research institutions as responsible for assessing DMPs. In
doing so, they shift the focus from the evaluation of DMPs as part of funding applications to the
creation of DMPs as part of research workflows. Consequently, universities are now establishing
workflows for DMPs (NTNU, n.d.; The Artic University of Norway, 2019; University of Oslo,
2019). There are no national guidelines or criteria for evaluation of DMPs.

In the United States, DMPs have been a standard requirement in grant application for a
decade (Mischo et al. 2014), and analysis of DMP guidelines and DMPs is an established part of
the literature on data management (Berman, 2017; Burnette et al., 2016; Diekema et al., 2014;
Dressel, 2017; Hardy, Hughes, Hulen, & Schwartz, 2016; Johnson & Knuth, 2016; Thoegersen,
2015; Van Loon et al., 2017; Williams et al., 2017; Wright, 2016). In reading and analysing the
literature two tendencies become evident. Studies on DMPs tend to present the perspectives of
one or two stakeholders and thus cover different aspects of and approaches to the DMP.
Steinhart, Chen, Arguillas, Dietrich and Kramer (2012) use a survey to investigate researchers’
experiences with DMPs. Researchers’ perspectives are found in case studies describing how the
DMP was applied in a research group (Burnette et al., 2016; Dressel, 2017) or discipline
(Dressel, 2017). Other studies use quantitative approaches to measure the effect of DMPs either
by grant success rates (Mischo et al., 2014) or by evaluating the effectiveness of research support
by assessing the quality of DMPs (Johnson & Knuth, 2016; Van Loon et al., 2017). These studies
present a research support perspective. Two studies have used content analysis to assess the
requirements from the funders (Thoegersen, 2015; Williams et al., 2017). The results from these
studies are useful for assistance in the writing of DMPs. Diekema and colleagues (2014)
investigate researchers, research offices, and academic libraries in the role of infrastructure
providers. They find that although researchers often are positive towards sharing data, they lack
the necessary skills to do so. Researchers were unfamiliar with data repositories and existing data
management services from the library. Further they noted that data management mandates had
little impact on the workflow of researchers and research office respondents. Dieckema and
colleagues propose that the library needs to make researchers aware of existing research data
management services and infrastructure to bridge the data management skills gap (Diekema et
al. 2014).

Current literature on DMPs presents an applied approach to the document as a tool, and
on how making the DMPs machine-actionable can be beneficial for multiple stakeholders
(Cardoso, Proenca, and Borbinha 2020; Miksa et al. 2019; Simms et al. 2017). Less emphasis is
placed on the content of the plan, why the plan is written and for whom. The review of DMP
literature by Smale and colleagues (2020) does, however, suggest that there is no evidence to
support a claim that researchers benefit from filling out a DMP. This suggests that it might be a
good idea to take one step back and problematise the influence of the varying interests held by
different stakeholders when creating a DMP and the tension between these interests.

Leading theorists in the area of data management emphasise that different stakeholders
sometimes hold conflicting interests (Bowker, 2005, p. 123) and that including multiple
stakeholders when examining the functions of data in scholarship is important (Borgman, 2015,
p- 14). We believe this multi-stakeholder approach is the strength of the study presented in this

3 NSD: https://nsd.no/arkivering/en/data_management_plan.html
Sigma?2: https://www.sigma2.no/content/easydmp
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paper, providing a broader understanding of the DMP, which is helpful in the practical
approach to writing a DMP.

Theoretical Framework

The main characteristic of boundary objects is that they mean different things to groups of
people working in different contexts and facilitate coordination and collaboration between these
different groups. According to Star and Griesemer:

‘Boundary objects are objects which are both plastic enough to adapt to local
needs and the constraints of the several parties employing them, yet robust
enough to maintain a common identity across sites. They are weakly structured
in common use and become strongly structured in individual-site use. These
objects may be abstract or concrete. They have different meanings in different
social worlds but their structure is common enough to more than one world to
make them recognisable, a means of translation’ (Star & Griesemer, 1989).

In this paper, we will focus on standardised forms, described as methods of communication
between different groups with different interests. One example of a standardised form which
Star and Griesemer use in their original work on boundary objects is a document of procedures
for data collection and curation, ‘a precise set of procedures for collecting and curating
specimens’ (Star & Griesemer, 1989). This description of a precise set of procedures for
collection has strong similarities with some of the descriptions we found of the DMP. Still, Star
acknowledges the challenges in collecting, disciplining and coordinating distributed knowledge
(Star, 2010). Her example of the complexity of creating forms is from a research study on
epileptic patients from late nineteenth century England. She found that much information was
scribbled down on the edge of the form because it did ‘not fit the actual form’ (Star, 2010). The
information was later discarded as unimportant because it was not part of the information
family members of the epileptic patients were asked to collect. Star describes these documents as
“revealing the relations of class and medicine” in England at the time. Thus, Star asks, how do
forms shape and squeeze out what can be known and collected?’ (Star, 2010). This is a problem
which emerges frequently in the era of automation and digital forms: there is often little space
for scribbling on the side. The different approaches to the standardised form, either as a set of
procedures or boxes to fill in supplying the requested information, call for different levels of
involvement from the contributor.

Method

We have used a modified Delphi study (Ziglio, 1996) to explore the understanding and
application of DMPs among different Norwegian stakeholders involved in research data sharing.
A Delphi study is characterised by the use of an expert panel to elicit opinions on a shared
reality from different perspectives. Data collection is performed in several rounds with the
intention of reaching consensus or solving an issue.

A group of 24 experts took part in the study. Table 1 contains an overview of the
participants. The group consisted of policy-makers, representatives of national service providers,
and researchers and research support staff from four Norwegian universities. The participants
were invited based on their involvement in the development of policies, infrastructure or data-
related research support. The research support staff were recruited to include representatives
from different research support services at the universities, including libraries, research offices
and I'T departments.
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We invited researchers who were appointed as project owners of H2020-funded projects to
participate in the panel. Of the 25 researchers contacted, eight participated. These eight
researchers hailed from different disciplinary backgrounds (biology, musicology, science studies,
economics, neuroscience, psychology, philosophy, gender studies), and they differ in levels of
prior knowledge of research data management.

The participants were not promised anonymity, only that their names would not be used.
Identification might be possible with triangulation and local knowledge. As a result, quotes in
cases in which the informant does not wish to be identified in connection with the statement do
not include the full participant code.

Table 1. The participants organised according to role

Role/stakeholder category Participant code
Researchers working individually RIZ RIJ RIL RIB
Researchers working in groups RGV RGD RGA RGW
Policy-makers POU POS POK

Service providers INH INO INR
Research support I'T ITE ITY ITI
Research support, research office ROC ROX ROT
Research support, library LM LP LG LN

Data were collected in three phases, as shown in Figure 1. The first phase, the ‘exploration
phase’, was conducted using open interviews lasting approximately one hour in
January/February 2018. The purpose of this phase was to obtain an initial overview of the panel
members’ opinions on the DMP, or ‘defining the problem’. Interviewees were asked a set of
questions concerning research data management, including their needs for data management,
their experiences with DMPs and their perceptions of the aim of a DMP.

In the second phase, the ‘evaluation phase’, conducted in August/September 2018,
participants answered a survey containing nine questions on topics such as data stewardship,
DMPs, ethical aspects of data sharing and core functions in a research data infrastructure. The
survey was designed to further explore issues and tensions uncovered in the first interviews.
Several of the questions were formulated as statements that the participants were asked to agree
or disagree upon.

The third, ‘concluding phase’, was conducted using interviews in March/April 2019. These
interviews lasted approximately 30 minutes and were based on results derived from the two
former phases. Among the questions asked in the final interview were how does the DMP best
reflect the different needs of the different stakeholders, and participants were asked whether they
had thoughts on the preliminary findings of this study, such as the differences reported by
researchers working individually and in groups.

Based on requests from some of the participants, the questions were sent to all participants
prior to the data collection, in all three phases. The participants were also sent the transcripts
from the interviews and were asked for permission to share the complete material or parts of the
data material to which they contributed. The data is available in Zenodo (Kvale, 2020). In this
paper, data regarding DMPs from all three phases are reported and integrated in the analyses
(Creswell & Plano Clark, 2018, p. 80). The interviews were qualitatively coded and analysed
thematically (Saldafna, 2016).
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Figure 1.A Delphi-inspired multiphase design study.

Findings

The findings reported here are based on the integrated analysis of the material from all three
phases of the study. Findings were subsequently grouped according to three main themes to
highlight different issues regarding the DMP: Sharing a common goal, Different perspectives on
the DMP, and Different practice approaches to the DMP.

Sharing a common goal

Analysis of the first interviews revealed 12 different perceived purposes for using a DMP
amongst our participants (Table 2; rows A-L). These purposes were used in the survey to
understand the extent to which there was agreement among stakeholders about the purpose of a
DMP. To cover other views expressed in the exploration phase, three additional options were
added (rows M-O). In the survey, the participants were presented with a list of purposes for
making a DMP and were asked to select the five most important reasons to make a DMP. The
third column in Table 2 shows the number of times each of the aims was selected.

Table 2. Aims of the DMP. (n = 24 participants)

Reasons to make a DMP Frequency

G It makes the researcher think about how to make their data and 21
metadata FAIR (findable, accessible, interoperable, reusable).

H A DMP creates awareness and agreement on data procedures within 19
a research group, which is particularly important when several
partners with different data needs are involved.

B When researchers are in control of their own data management, the 15
research gets better and more efficient.
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D When researchers think about what they are doing at an early stage, 15
they can make intelligent choices for their data.

K ADMP is a plan with a commitment to making the data as open as 6
possible.
A DMP gives universities an overview of ongoing research projects. 5

A To create awareness in the research community of the need for data 5
stewardship.

L A DMP makes researchers aware of the value of what they are 4
collecting.

F A DMP gives the archive the possibility to plan for data which are 3
going to be deposited there.

O I am not familiar with data management plans. 3

E A DMP provides the archives with information (metadata) they need 3
when data is deposited.

N  Idon’t see why DMPs are important. 2

M Other reasons: ‘Power and competency to avoid ethical brakes in 1
terms of personal privacy’.

J A DMP is primarily a tool for those who take care of the data afterit 1

has left the project.

I A DMP shows what data will be produced in a project when the 1
project is finished.

Four aims (G, H, D and B) were selected significantly more often than the others (by 15 to
21 of the participants).

The most important reasons to make a data management plan (as selected by participants)
are:

G. The DMP makes the researcher think about how to make their data and metadata
FAIR (findable, accessible, interoperable, reusable).

H. A DMP creates awareness and agreement on data procedures within a research group,
which is particularly important when several partners with different data needs are involved.

D. When researchers think about what they are doing at an early stage, they can make
intelligent choices for their data.

B. When researchers are in control of their own data management, the research gets better
and more efficient.

All of these reasons emphasise the researcher both as the creator of the plan and the
primary beneficiary of thorough planning. The different stakeholders agreed on a common goal
of a data management plan. Aims G, H, D and B have in common that the goal of a DMP is to
improve data management by making researchers plan for sharing their data internally within
research groups and externally (FAIR) by creating procedures for documentation and collection
at an early stage. The survey brings the areas of agreement to the surface, and it therefore
appears to be a broad agreement among different groups of stakeholders about the purpose and
role of DMPs. The interviews, however, tell a different story, with perspectives and approaches
varying according to the different contexts in which each group of stakeholders work.

Different perspectives on the DMP

The first interviews reveal five different perspectives on the DMP reflected by the vison of the
stakeholders and have been analysed, grouped and labelled accordingly.
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The participants representing policy-makers and research support services agreed
largely on the DMP being a reflection of the extent to which data can be shared and on how
data sharing is an aspect of open research. One of the librarians stated ‘it is about the
researchers already in the design phase reflecting on how to work as openly as possible’ (LG).
Meanwhile, one of the policy-makers focussed on the management, publication and associated
costs for which the DMP should be used to prepare: “‘What type of data to collect and how to
take care of them, how to make them available and possibly how to fund data management’
(POU). Another policy-maker focused on similar aspects by putting forward the need for data
stewardship: ‘It is for the whole research environment to become aware of their need for data
stewardship’ (POK). Both policy-makers hold a funder perspective on the DMP, emphasising
that it is used to manage how data can be made available and enable the calculation of data
sharing costs. The librarian, on the other hand, focussed more on the structured planning for
the research process with data sharing as the ultimate goal. We have labelled these the sharing and
open science perspective and the stewardship perspective, respectively.

Researchers have divergent views on what the DMP is, based on whether they work in
collaborative environments or in more individual-based research environments in which the
sharing of data among collaborators is less common. RGV, RGW, and RGD are all researchers
who work in groups in which data is shared both within the group and with external partners.
They described what is categorised as an internal protocol and procedures perspective on the DMP. In
contrast, he individual-oriented researchers (RIZ, RIB, and RIL) had no experience with DMPs.
Both RGW and RGV described the DMP as a document used for agreeing on standard
procedures. As such, the DMP becomes more of an internal document for the respective
research group. Researcher RGD described the entire research project as a DMP: ‘Actually, the
whole project is like a big data management plan’ (RGD). The research project RGD is
referring to combines data from different locations and previous research in a new databank for
the researchers to collaborate on. As it is described, the research project itself is to a large extent
about managing data, and the description of the project becomes the DMP. In the second
interview, one year later, RGD described another DMP document used in the same project. In
it, the data manager had created a detailed protocol for how to work with the data in the project
to ensure that all researchers involved in the project followed the same procedures when
working on the existing data or adding new data.

Researchers working independently or in collaborations in which there is little or no
sharing of data among collaborators, express less knowledge of the DMP. Researchers RIZ,
RIB, and RIL were, as stated above, unfamiliar with DMPs. However, RIB was familiar with
aspects of data management and shared comprehensive descriptions of how she analysed data
and how the data could be accessed as supplements to journal articles. Documenting data was a
clear part of RIB’s research, even if there were restrictions on sharing the data. Researcher RIJ
is a researcher within philosophy with experience of ethical committees and a strong interest in
privacy protection and research ethics. RIJ’s understanding of a DMP was similar to that of the
policy-makers and research support staff, with more emphasis on aspects regarding personal
privacy.

The service providers presented a more differentiated view. INR focussed on how the DMP
is useful for several stakeholders, stating it is ‘a tool for planning with archiving and sharing in
mind’ (INR) and, “for the researcher and the institutions to make sure their researchers fulfil the
demands’ (INR). This aspect of control for the institution was not promoted by other
stakeholders in this study. INO focussed on decisions that should be made prior to data
collection: ‘for the researcher to think about what he is doing at an early stage, so he can make
intelligent choices’ (INO). INH emphasised that the DMP is a document the researchers do not
create themselves: “When I got this task [to create a DMP tool], I thought those that are using
my tool are going to be researchers, but although we put all the effort to facilitate the creation of
a DMP, it still requires some competence in data management that is not likely to be present in
the end user, in the researcher’ (INH). These quotes from the service providers present a curating
perspective and fulfilling requirements perspective.
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Stakeholders view of users

The survey asked participants to name who the DMP primarily is written for and rank the
users of the DMP according to their importance on a scale of 1-3. The results show that the
participants to a large degree agree on the DMP being for the researcher (a score of 52 out of
72). Other central users of the DMP are the research institutions (24/72) and other researchers
(17/72). In addition, funders (9/72), archives (5/72) and data stewards (2/72) were mentioned.
To illustrate the different opinions, a relational visualization is used to show relationships and
connections between the data (Figure 3). This visualization shows that the different stakeholder
groups point at different users of the DMP, and that there is no clear coherence in the responses
apart from the common agreement about the researcher. All participants point at several users
of the DMP which again illustrates the different perspectives of the plan listed above.
Accordingly, DMPs should be developed to be used by different stakeholders for different
purposes, with primary focus on the researcher. To follow up on this aspect we invited the
participants to give concrete suggestions on practice approaches to how the plan could be
perceived as useful for the different stakeholders.

Different practice approaches to the DMP

In the final interviews, the participants were asked to make suggestions about how the DMP
could be developed to respond to the needs of its different users, and specifically about how the
DMP should be developed to become a useful document. The different stakeholder groups
suggested different approaches to developing the DMP as a practical tool.

Among the research support services, participants emphasised the DMP as a document
in which to display and encourage best practices on data management by embedding checklists
and good examples. The document should, according to them, be developed to reflect the
researchers’ perspective on the research process. One of the participants working in I'T' support
put it like this:

“‘You should give some kind of best practice, both tips and strategies, for how
you as a researcher should do best practice on data. If you ask questions that not
just irritate the researcher but rather enlighten them on something they didn’t
know. The questions should make them think ‘wow, I do have to think about
this’, I believe that this could be a useful approach’ (ITT).
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Figure 2.Relational visualization of responses to the question: Who is the data management

plan primarily for?

One of the library staff participants described it in a similar way:

‘What I think and believe will be important is informative help texts for the
different sections, in a way translating the computer syntax, that you might have a
bullet point checklist or question that the researchers should ask themselves when
answering that section’ (LM).

Aiming at creating guidance that encourages researchers to reflect on data management
practices was typical among the research support staff. One participant was concerned about
how the interests of the other stakeholders could reduce the plans’ relevance and usefulness for

the researchers:

‘We see in Norway that there are some entities who think they should use the DMP
for all other types of purposes, to their own advantage. And it is possible that there
will be types of secondary use, for the institutions to monitor research, and for
archives it might make the archiving process easier, but that should not be the
primary function, and one should not create templates focussing on this instead of
the researchers’ needs’ (LG).
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Their concern was that the interests of other stakeholders will make the DMP less useful for
researchers. The research support staff therefore suggested the creation of a list of questions
formulated in such a way that researchers find it useful to reflect upon the questions,
supplemented with tips and best practices on how to improve data management.

The researchers were looking to their international research communities for best practice
and evolving methods, standardisation and expectations. This was expressed both by RIB and

RGW:

‘It is evolving. Some groups have high data management standards and you try to
adapt to it. But that is also expensive, depending on what you do, so then if that is
the standard, we have to invest in that kind of resources. So, specifically, in the data
we are influencing each other internationally’ (RGW).

‘Within many areas there has become an increased focus on reproducibility and
then it is important to actually have the data, the codes and what else might be
needed for replication’ (RIB).

The increased awareness described by RIB was found among several stakeholders in the
final interviews and will be investigated separately in a forthcoming paper. RGV described the
need for simple language and relevance.

‘I realize that some believe that the current forms [referring to experience with
existing templates] are fairly simple and clear; at the same time it is in practice very

difficult’ (RGV):.

RGYV further presents the idea of using a decision tree to visualise and decide what is
relevant for different researchers to consider in their plans and to supply the research office with
extensive knowledge of data management to guide the researchers in writing the plan.

‘I think what really matters, when these in reality often are complex issues, is
another person between us and the [service provider] ....and the person managing
this as an advisor must have extensive knowledge of the whole field, not just
disciplinary glasses on, seeing only what is relevant in medicine or sociology, but
one that understands the background for certain questions and understands what is
important to maintain and legitimate interests for those who are part of the

research’ (RGV).

This request points at the data steward role, i.e. someone somewhere in the university with
competence in data management.
One of the researchers described a lack of coherence between policy and practice:

‘Basically, I had a chat with EU and they say that once your DMP is accepted,
unless it 1s absolutely necessary, please do not spend too much time on it because
the main goal is the scientific research, and we have only two years of funding, so
then, yeah, so we keep it as such but there are not big changes in the way I manage
my data, so I did not really think about it again’ (Researcher).

This reflects notions of a funder with no clear interest in data management, revealing a
conflict between the requirements for updating a DMP and the standard model (Bowker, 2005,
p- 121) for scientific publication.

Among the policy-makers, there were different opinions on the DMP. However, they do

agree that it should be a useful document for researchers. POK was clear in her opinion that, ‘it
should not be up to the authorities to specify what type of DMPs are good for the researchers to
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make; that is none of our business’ (POK). Her point was that the researchers should write the
DMP in a manner they find it useful rather than being forced to use a certain template or tool to
create it. POU expressed concern about the extent to which the DMP is relevant for researchers
in its current form:

“Today the DMP is formulated a bit like a questionnaire, generating a PDF and
that’s the way it gets, maybe not that useful, it becomes more like an exercise, a
bureaucratic exercise’ (POU).

She further explains how it is difficult to complete, ‘Because concepts like metadata are not
something most researchers relate to’ (POU). She also proposed automating parts of the DMP
creation process,

‘So that some information can be automatically added, and others be automatically
proposed. Ideally, the calculation of data management costs can increasingly be

automated’ (POU).

What POU proposed is automating as much of the DMP as possible so that researchers do
not have to spend time on trivial questions. Her approach stands in contrast to that of both
POK, who wished to minimise the formal requirements of a DMP, and POS, who described the
function of the DMP in a way similar to that of the research support services.

‘What I communicate to my researchers is that you will always generate data.
Describing it in a DMP, even if you work on an individual research project, and
being explicit about how you are going to structure your data, so that you actually
can reproduce your results at a later stage, improves the research process [....] 1
don’t know if this is currently reflected in the DMP, but I believe it is a way to
strengthen the research process’ (POS).

Among the service providers, we found a change in their views of the DMP compared
with what they had expressed in the earlier phases of this study. One service provider, a
technician and service provider delivering tools to the universities, referred to the DMP as a
complex document serving several purposes and stakeholders:

‘I have only become more uncertain about what a DMP is; the more I try to
understand it, I am certain that I had a simpler perception of the problems last time
we spoke, and I am a bit frustrated over my own lacking capability to get anywhere.
Because it is important to very many, but for different reasons something that results
in it being perceived as pretty useless for everyone because it tries to solve too many
things at once’ (INO).

This statement by INO reflects some of her difficulty in understanding research. In a prior
stage of the study INO focussed on the institutions and their wish to have an overview of
research data collected and control over where and how it was archived, but in the year which
had passed she had become more uncertain about the DMP.

Another service provider, INH, emphasised meeting the needs of the researchers. In the
first interview, INH did not believe that the researchers would be capable of filling out the
DMP. In the later interview, however, she stated that:

‘Researchers have to upgrade along the way in the research process, and this as the
DMP should be drafted or ready since the very beginning because it is part of, 1
mean it is part of the research process itself. So, making the plan is not for the sake
of making a plan; it is part of the research’ (INH).
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INH also suggested that the DMP should be developed to serve the needs of the

researchers:

‘First of all, the researchers have to interact actively with the DMP, so it has to be
in electronic form, it has to be modified and customised as much as possible, so this
means that actually the guidelines should be really high-level guidelines, but the
action form of the DMP should be dedicated to the community specific. Only in
this way can you make sure that it is not an [exercise of] checking boxes” (INH).

INH further emphasized that data management should be ‘customized to the scientific
topic’ and a digital tool.

The understanding presented by INR overlaps with that of INH, who also struggled to
develop a relevant DMP tool:

‘It should not just become a questionnaire ending in a document you send to the
funder because they require it’ (INR).

Still, her approach to guiding researchers in the right direction is somewhat different from
that of INH, who focused on a community specific DMP, whereas INR focussed on embedding
a detailed level of institutional guidance:

“There should be a guidance in the DMP so that when you answer questions you
are guided in the right direction. So that with naming conventions, really what to
name the files, and how to structure data, there might be similarities, and then you
can get help and suggestions as to how you should name your files’ (INR).

Another suggestion by INR was to use a guide for the classification of data according to
sensitivity, so that, while writing the DMP, the level of sensitivity is defined for the data to be
collected.

The different practical approaches to DMPs point in different directions. The
researchers requested on-the-ground support, and development of a peer-network to share best
practices. The research support staff focussed on well-formulated questions encouraging
researchers to reflect and make decisions for data management. Both approaches imply a lower
level of automation and a higher level of flexibility or a more manual plan. Among the policy-
makers, the opinions differed: one was clear that such decisions should be left to research
communities, another focussed on the importance of the DMP as a useful tool for researchers,
whereas the third suggested that more information should be automatically added, a notion
shared by the infrastructure developers.

Discussion

The findings presented perceptions of the DMP held by the different stakeholders. The different
stakeholders understand and apply the function of the DMP differently: The curating and
fulfilling requirements perspective, the sharing and open science perspective, the stewardship
perspective, and the protocol and procedures perspective. The perspectives illustrate the
different backgrounds of the various stakeholders. The researchers reflect on how DMPs could
be useful in a research group, while the service providers reflect on how they can be used to
assist in planning for the archiving process and fulfilling formal requirements. In Star and
Griesemer’s terms, this would constitute worlds of the different actors. Research, in general, and
the sharing of research data, in particular, requires cooperation between different stakeholders.
By writing a DMP, researchers plan for their data to move from collection through analysis and
to sharing as was agreed upon in the goal of the DMP. In this sense, DMP creation facilitates
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translation between the different worlds and the different stakeholders as a standardised form by
creating context for research data so that these can be understood and interpreted in the
different worlds independently of disciplines, institutions or national boundaries.

The ideal DMP, as described by the support services participants, is a guiding tool which
poses questions researchers have not thought about. The service providers presented a different
understanding, focussing on meeting formal requirements and possibilities of automation. The
researchers look to their international research communities for best practice and request
support functions in their research institutions. However, in encounters with policy-makers,
researchers are confronted with the blunt reality of little time and money to think about data
quality and the continuous pressure to publish. The tension between different perspectives, the
research reality and the higher goals, can be resolved by a common understanding of the DMP
as a document which is not a product of consensus, but an everyday translation between worlds
and communities. Star (2010) points at a common misunderstanding regarding the need for
consensus as a basis for cooperation, claiming that the use of boundary objects can explain how
cooperation can continue unproblematically without consensus. The DMP may perform the
role of a boundary object for different data management stakeholders.

We find that there are two issues which need to be clarified in order for the DMP to
function optimally as a standardised form translating between worlds, formalising procedures
and standardising methods: the degree of standardisation and the degree of automation.

When it comes to degree of standardisation, the policy-makers problematised how the
DMP today becomes more of a bureaucratic exercise than an actual plan and emphasised that
they do not want to interfere with what should be in the plan. At the same time research
communities are continuously developing best practices for data management and there is no
static standard for how data management should be done. This suggests that a lower degree of
standardization would give the DMP flexibility over time and across methods and disciplines.
The DMPs should therefore be developed more as open documents to fill the needs of the
researchers, in their planning for sharing of the data. The DMP is never a goal in itself, rather it
is the reflection it triggers regarding data sharing that is the desired output. The different
stakeholders agree on the goal of a DMP: To improve data management by making researchers
plan for sharing their data internally within research groups and externally (FAIR) by creating
procedures for documentation and collection at an early stage.

To achieve this, research support and infrastructure developers need to take one step to the
side and leave the researchers with autonomy to shape the content of DMPs according to the
design of their research projects. We suggest formulating open-ended questions concerning data
management issues for researchers to reflect upon how data best can be structured and
documented for reuse and sharing. In addition, researchers should be supported with best
practices to ensure high-quality data management.

The degree of automation refers to tools for DMPs and how they should be developed.
Information which is on a general level or project information could preferably be imported or
connected to other sources. Harvesting data from DMPs to repositories and research
administrations tools does, however, come at the cost of the autonomy of a plan. Automated
decisions do require a preselection of options, which again would be limiting the possible choices
for the researcher. We therefore argue that the level of detail in the DMP itself will and should
vary significantly between research projects. Automated input of general information could be
useful, this type of information should however be kept to a minimum. Further we do not find
that automated decision-making and harvesting standardized output is beneficial for the
researchers in their planning of data management.

Our suggestion is therefore to focus on balancing the guidance and decision-making,
leaving flexibility for the researcher in the creating the DMP.
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Conclusion

Creating consensus between data management stakeholders might not be necessary for
cooperation or successful conduct of data management planning. With respect to research
question 1, we identified four different perspectives amongst the participants. The different
stakeholders have different perspectives each of which reflects to some extent their backgrounds
and roles. The perspectives need to be considered if the DMP is to work as a document
translating between different stakeholders and supporting the longevity of research data. Despite
conflicting approaches to how the DMP should be developed, the stakeholders agreed on a
common goal of creating the DMP and that the DMP has a purpose for several stakeholders,
including themselves. Considering research question 2, our findings suggest that conflicting
perspectives currently result in researchers becoming more distanced from the DMP, and that
DMPs risk becoming merely a bureaucratic exercise. If leaving the shaping of the plan more
open to the researchers to adapt to their needs, it can become useful in helping researchers plan
for data sharing. The DMP should allow researchers to scribble down what is most relevant in
each unique research project. The lack of coherence and the complexity of DMPs could be
turned into a strength. If the DMP is to function as a standardised form facilitating co-
ordination and collaboration between different groups of people, the degrees of standardisation
and automation must be balanced, leaving the researchers with flexibility in the development
and implementation of the plan. Only then can the DMP function as a boundary object
translating between worlds. By formalising procedures and standardising methods, the DMP can
become a boundary object, enhancing reproducibility and enabling data sharing.
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Privacy protection throughout the research data life cycle

Live Handlykken Kvale and Peter Darch

Abstract

Introduction. The sharing and reuse of research data is gradually becoming best practice in
research. However, multiple frictions exist between realising stakeholders’ ambitions for
research and research data sharing and addressing legal, social and cultural imperatives for
protecting data subjects’ privacy. Through identifying and addressing conflicts between
personal privacy and research, our paper offers advice to research data management services
on how to approach personal privacy in research data sharing using the research data life
cycle as the context.

Method. A three-phase Delphi study on a population comprising 24 stakeholders involved in
research data curation in Norway. Data were collected during 3 consecutive rounds over 14
months.

Analysis. The data were analysed qualitatively. Following the third round of data collection,
the entire corpus of data was analysed using exploratory sequential design methods.
Conclusion. The findings show multiple tensions between maintaining research subjects’
right to privacy and advancing research through data sharing. This paper identifies and
analyses three particular sources of tension: 1) maintaining trust with the research
participants, 2) managing divergent views of privacy in international and intercultural
research collaborations and 3) interpreting and applying policy. The divergent motivations
and perspectives on privacy held by different stakeholders complicate these tensions.
Researchers, research data management support staff and data organisations must reconcile
these motivations and resolve tensions throughout the data life cycle, from collection to
archiving and eventual sharing. Through dialogue and negotiation, all stakeholders involved
in data sharing should aim to respect the research subjects’ own understandings of privacy.

Introduction

Policymakers and funding agencies increasingly require researchers to share research data
openly (European Research Council, 2017; cOAlition S, 2019; National Science Foundation,
2011). Sharing human subjects’ data (identifiable data from living persons) across national
boundaries promises enormous benefits—for instance, in addressing global health
emergencies, such as COVID-19, or in facilitating new research in social science (Havemann
and Bezuidenhout, in press; Research Data Alliance, 2020; Kim, 2015; Lee and Jeng, 2019).

The open sharing of such data may pose considerable privacy risks to human subjects
(GDPR, 2016; Nissenbaum, 2010, p. 4). Nevertheless, funding agencies often leave it to
researchers and research support services to make difficult decisions about whether human
subjects’ data can be shared (European Commission, 2016; Research Data Alliance, 2020).
Researchers struggle to access guidance in making these decisions (Jorge and Albagli, 2020;
Modjarrad, et al., 2016; Research Data Alliance, 2020). University libraries’ research data
services (RDSs), which support researchers in planning, collecting and storing data, are
potentially suitable entities that can provide such guidance (Pinfield, et al., 2014; Tenopir, et
al., 2017).

However, to date, library and information science research in scholarly data sharing has
largely focused on non-human subjects’ data (Borgman, 2015; Darch, et al., 2015; Palmer and
Cragin, 2008; Scroggins, et al., 2019; Tenopir, et al., 2017; Yoon and Schultz, 2017), leaving
open the question of how to better configure RDSs in supporting researchers in balancing
privacy concerns with the requirements and benefits of sharing human subjects’ data.



Because multiple stakeholders with divergent perspectives are involved in RDSs, we
investigate how perspectives on privacy influence research data sharing in practice. By
identifying the conditions under which friction between privacy and research becomes visible,
we provide advice for research data management services on how these can play a role in
translating the needs of research versus privacy throughout the research data life cycle in a
specific context.

Research questions:
1) What perspectives on privacy are held by stakeholders in the curation of research data
on human subjects?
a. How do these perspectives differ by role?
b. What factors shape these perspectives?
2) How do stakeholders’ perspectives on privacy shape their data curation actions?
a. How do differences in perspectives between stakeholders cause friction
during data curation?
b. How are differences in perspective between stakeholders contested,
negotiated and resolved?

Background

Versions of the research data life cycle are widely used within research data management to
emphasise how a single dataset can pass through multiple contexts and be handled by
different people and institutions. Challenges regarding sharing of human subjects data,
including interview data or images, complicates this picture further, they represent a pressing
issue. The cultural, legal and social contexts in understanding personal privacy are briefly
described to illustrate how privacy should not be simplified to the current national privacy
legislation implemented at the university level. Human subjects and the context in which they
find themselves must be included when researchers are asked to share research data ‘as open
as possible and as closed as necessary’. Raising awareness regarding personal privacy
amongst RDSs is necessary to ensure that the protection of privacy is maintained throughout
the research data life cycle.

Current state of research data management

Research data life cycle models include various stages of processing datasets. One such
model, derived from a synthesis of multiple models representing a range of disciplines, is
presented in Figure 1 (Corti, 2014). A single dataset can pass through multiple institutional,
organisational and cultural contexts during the life cycle. For instance, a researcher may
collect a dataset in a remote field site in one country, take this dataset back to their home
university in another country for analysis and then hand off the dataset to a data repository
hosted by another university for long-term curation. In each context, the dataset may be
subject to different regulations, policies, cultural perspectives and practices relating to
privacy.
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Figure 1: The research data life cycle (Corti, 2014, p. 17)

The findable, accessible, interoperable and reusable (FAIR) principles enshrine how research
data should be made available for further research (Wilkinson, et al., 2016). The collective
benefit, authority control, responsibility and ethics (CARFE) principles are a supplement to
FAIR and address human subjects’ data (The Global Indigenous Data Alliance, 2019).
Focused on data collected from Indigenous populations, the CARE principles emphasise
protecting the privacy and dignity of research subjects (Caroll, et al., 2020).

University libraries increasingly offer RDSs that support planning, collecting and storing data
(Kvale, 2021a; Tenopir, et al., 2013, 2019). Such services can include training for researchers
in research data management, consultative RDSs and policy development—frequently in
collaboration with the IT Centre and Office of Research (Tenopir, et al., 2017). The task of
RDSs in planning the sharing of human subjects’ data for further research requires that library
staff acquire a deeper understanding not only of the law but also of research subjects’
perspectives on what personal privacy means and the challenges researchers face when
conducting human subjects research (Hardy, et al., 2016; Jackson, 2018). Institutions failing
to protect personal privacy risk losing public trust (Guillemin, et al., 2018; McDonald, et al.,
2008), and while privacy protection adds a layer of complexity to research data management,
it can also be viewed as an opportunity to increase awareness regarding privacy and
information security (Borgman, 2018).

Privacy and the challenges of human subjects’ data

Research and research data sharing have become increasingly global, whereas understandings
of privacy in Library and information science scholarship and practice on data sharing often
remain linked to specific cultures and contexts (Jackson, 2018). To our knowledge, the
alignment of the requirements of different research partners in different contexts has not been
addressed in the literature. This section addresses the concept of privacy, relationships
between privacy, context and culture, and how these relationships relate to collecting and
sharing research data.

The meaning of privacy changes over time and can vary according to culture and context
(Elias, 2014; Solove, 2002). In this paper, we define personal privacy in research data
management as the power and right of research subjects to control their personal information



or data (Floridi, 2013; Solove, 2010). The fair information practice principles (FIPPs) are
rules for protecting privacy in record-keeping systems. The FIPPs approach privacy as
providing control of personal information to the information subject (Zureik, et al., 2006) by
regulating who can access personal information and for what purposes (Floridi, 2013; Inness,
1992). The FIPPs emphasise that information subjects should be able to find out what
information about themselves an organisation stores and how the organisation uses this
information. The FIPPs also state that personal information collected for one purpose cannot
be used for a different purpose without the consent of the information subject (HEW
Advisory Committee on Automated Data Systems, 1973). These perspectives are enshrined in
principles governing human subjects research, as described in the Belmont and Menlo
principles, the General Data Protection Regulation (GDPR) and the OECD Guidelines on the
Protection of Privacy and Transborder Flows of Human Subjects Data (GDPR, 2016; OECD,
1980, 2013; U.S. Department of Health, Education, and Welfare, 1979; U.S. Department of
Homeland Security, 2012).

In practice, however, full compliance with FIPPs and associated regulations is virtually
impossible given the vast quantities and types of human subjects’ data. The task of managing
all the data that exist about them is overwhelming for an individual. The administrative
burden of compliance on data-holding organisations is also immense. Instead, Nissenbaum
introduced context as an approach to understanding privacy, taking account of the ‘roles,
relationships, power structures, norms (or rules), and internal values (goals, ends, purposes)’
where information sharing is taking place to establish appropriate privacy-protecting practices
(2010, p. 132). The context in which data were collected includes the researcher’s original
purpose for data collection and the data subject’s culturally shaped motivations for allowing
their data to be collected, understandings of what the data will be used for and perspectives on
privacy. Nissenbaum’s focus is on whether transfers of data from one context to another
preserve the original contextual integrity of the data or whether they violate the expectations
or goals of the data subject about the purposes for which the data will be used or their
understanding of how their privacy may be at risk and may be protected.

Maintaining contextual integrity can be particularly challenging when a dataset is transferred
across cultural boundaries, especially to a cultural context in which very different
understandings of privacy apply. Several cross-cultural studies of privacy use Hofstede’s
indices for evaluating cultures (Bellman, et al., 2004; Zureik and Stalker, 2010), particularly
the Individualism index, which differentiates individualistic societies, such as the US, from
collective societies, such as Bangladesh, while Japan, France and Norway are in the middle
(Hofstede, et al., 2010). The Globalization of Personal Data project found that members of
individualistic societies were more likely to prioritise the protection of personal privacy ahead
of other values, such as promoting public health, than members of collective societies (Zureik
and Stalker, 2010).

Privacy and data sharing in practice

Laws regulating privacy help direct whether and under what conditions research data from
human subjects can be archived and reused. Conversely, cultural understandings of privacy
are often embedded in privacy laws (Nissenbaum, 2010). Approaches to privacy vary
between Europe, where the law places responsibility on the government to act, and other
countries, such as the US, where businesses are responsible for privacy protection (Lane, et
al., 2014; Zureik, et al., 2006).

European approaches were embedded in the GDPR, which harmonised privacy law across the
European Single Market (GDPR, 2016). The GDPR allows the collection of human subjects’
data for research ‘insofar as the personal data will be processed solely for archiving purposes
in the public interest, scientific or historical research purposes or statistical purposes’ (GDPR,



2016). The GDPR does not allow the open sharing or publishing of data without either
anonymisation or the informed consent of the data subject. However, these measures do not
guarantee privacy, as anonymised data are liable to be re-identified (Barocas and
Nissenbaum, 2014, p. 50), and processes for gathering human subjects’ consent typically
occur at the start of the data collection process, often long before their sharing is envisaged.

Frictions between privacy theory and data management practice

Multiple sources of friction between stakeholders complicate privacy management in data
curation. For example, in interactions between individuals, conflict may occur when different
stakeholders involved in various stages of the data life cycle hold divergent values that
influence how they approach privacy and data management (Bowker, 2005). Library
professionals are typically trained and socialised to value open research, including open data
sharing (Carroll, et al., 2020; Melinder and Milde, 2016). However, open data sharing is often
incompatible with privacy protection and anonymisation requirements, meaning that
researchers—who must protect their research subjects’ privacy—may find themselves at odds
with the policy of funding bodies (de Koning, et al., 2019).

Other sources of friction arise when researchers operate across countries and cultures and are
subject to divergent national legislation and/or cultural norms. Research is increasingly being
conducted in online environments, in which the sharing of human subjects’ data can readily
occur across legal and cultural differences (Ess and Hard af Segerstad, 2020). Researchers
working in international environments may also face the challenge of complying with
multiple sets of potentially incompatible funding agency requirements. Research data sharing
opens up new challenges for cross-cultural ethics (Rappert and Bezuidenhout, 2016). The
attention given to international ethical guidelines, such as the CARE principles, illustrates the
need to look closer at the practices of sharing human subjects’ data.

Methods

To address the research questions, the first author of this paper conducted a Delphi study to
observe how stakeholders involved in research data management approach research data
sharing and associated privacy issues, the conflicts they encounter and the compromises they
make to enable data sharing. Delphi approaches are characterised by using an expert group of
research participants and collecting data in multiple rounds (Ziglio, 1996). This method offers
a way of systematically collecting solution-oriented opinions on a subject or problem. A
Delphi study typically contains three phases (Figure 2). In each phase, data are collected and
analysed, and the intermediate results are used in the development of the next data collection
phase. The data collection process focuses on gathering participants’ perspectives, assessing
the extent to which these perspectives agree and eliciting from participants potential solutions
to the issues raised. The multi-phase nature of Delphi studies enables participants to reflect on
and respond to the experiences and perspectives of other respondents, including those
working in roles and institutional contexts different from their own (Tapio, et al., 2011).
Unlike focus group interviews, Delphi studies afford confidentiality to individual research
participants and provide them with equal possibilities to express themselves (Landeta, et al.,
2011). The multiple phases of data collection also enabled the first author to observe the
developments that occurred over time.

Research participants

The study participants comprised researchers and staff involved in developing policies,
building and operating infrastructure and providing support for research data management.



The participants (n = 24) were recruited from the Universities of Bergen, Oslo, Trondheim
and Tromsg, all major Norwegian research universities, and from national providers of policy
or infrastructure in Norway (Table 1). The research support staff covered a wide range of
university-based services involved in research data management. The researchers—
representing the largest group in the study—were principal investigators on projects receiving
grants from the European Union in 2017 (European Commission, 2020). The researchers
came from different disciplinary backgrounds (humanities, sciences and social sciences), with
five using data on human subjects in their research. Two had extensive experience with
national research ethics review boards.

Stakeholder group Number of  Participant code
participants

R Researchers 8 R1 R2 R3 R4
R5 R6 R7 R8

PO Policymakers 3 PO1 | PO2 | PO3

IN Infrastructure providers 3 INT [ IN2 | IN3

IT IT research support 3 IT1 IT2 IT3

RO Research support, research office 3 RO1 | RO2 | RO3

L Research support, library 4 L1 L2 L3 L4

Total 24

Table 1: Research participants
Research phases

A Delphi study comprises three phases (Ziglio, 1996). In each phase, data were collected and
analysed, and the intermediate results were used in the development of the next phase
(Figure 2). Inspired by a multiphase-design mixed-methods study (Creswell and Plano Clark,
2018), the first and third phases involved interviews and the second phase comprised a
questionnaire. This approach provided both quantitative data, which enabled comparisons
between stakeholder groups, and rich qualitative data, in which the participants elaborated on
issues relevant to their perspectives.

Define the problem Delphi-inspired multiphase design study
|
Elaborate the | |
research questions
|
Identify participants
||
Qualitative data Quantitative data Qualitative data
- collection collection collection
Transcribe and Collect and analyse Transcribe and
- analyse results results analyse results
Summarise ’ Summarise ’ Summarise ’ Integrated analysis
-intermediate results intermediate results intermediate results of phases 1-3.
Develop feedback for Develop feedback for
subsequent rounds subsequent rounds

1) Exploration phase 2) Evaluation phase 3) Concluding phase 4) Connecting results

Figure 2: The research design (Kvale and Pharo, 2021)



In the first phase, conducted at the beginning of 2018, the interviews were approximately one
hour long, yielding a total of 24 hours of recordings. The interviews used open-ended,
exploratory questions. The participants were asked about how they worked with research
data, what challenges they encountered and how they imagined an ideal solution to these
challenges. Table 3 presents some quotes from the interviews that exemplify the issues and
perspectives raised by respondents from each type of role. The first author transcribed the
interviews, yielding 215 pages of transcripts, and developed a preliminary inductive
codebook based on the topics and themes explored in the interviews. The codes and keywords
were noted during transcription and then structured according to themes in a preliminary
codebook (Saldafa, 2016). This codebook was then used to code the transcripts using nVivo.
The results of this analysis informed the preparation of the questionnaire in the second phase
and the integrated analysis of all data after the completion of all three phases.

In the second phase, conducted in September 2018, the participants answered a questionnaire
in which they were asked to share opinions about 10 statements regarding privacy that
originated from the first round of interviews (see Appendix). The participants were asked to
state their level of agreement with each statement on a Likert scale. The results of this
questionnaire were used to develop the interview protocol for the final round of interviews

(Figure 2).

The third phase, conducted in April 2019, involved 30-minute interviews with each
participant, yielding a total of 12 hours of recordings and 98 pages of transcripts, which
included questions on personal privacy and public trust in research in the context of data
sharing. The questions aimed to better understand how each participant encountered and dealt
with conflicting demands regarding data sharing and privacy. The respondents were also
asked about issues they had brought up in their previous interview. The preliminary codebook
was developed into a final codebook, grouped according to the themes explored in the final
interview, with qualifiers describing whether it was experiences or reflections that were
shared and code terms related to the subject (Table 2). A Python script was used to extract the
coded text, with 540 occurrences of the code ‘personal privacy’ and 245 occurrences of
‘practical experience’.

Finally, data from all three rounds of the study were analysed thematically using the themes
and codes of the final codebook (Table 2). This article presents findings from themes relating
to privacy and ethics, illustrated with quotes. Most of the quotes used were translated from
Norwegian for the purpose of this article, while three participants were interviewed in
English. Parts of the material presented in this article have previously been presented in
poster format (Kvale and Darch, 2020).

Code Description Application
Reflections Sharing_ of thoughts or reflections on | These two ches were u§eFJ as qualifiers to sort
the subject quotes in which the participants were referring to
Practical Referring to own experience on the practical experiences or reflections on the issue.
experience subject
Consent Thought or experiences regarding the | ‘Much research is cqndgcted on data collected by
use of consent governmental agencies in one way or another;
Embedded Thought or experien‘ces re.gard?ng the | much Qf this is data_in rggistries. Mainly, I believe
. use of embedded privacy in privacy that privacy protection is important, and that
privacy protection embedded privacy is crucial. | do not believe we
| Thought or experiences regarding manage to collect the benefits of the data if we
Pgrsona aspects of privacy protection don’t find a good solution for sensitive data’.
privacy (PO3)
Public trust Thought or experiences regarding ‘I do not believe it is possible to conduct research

public trust in research

Cost profit

Thought or experiences regarding the

without trust in research [...] If research is to be
publicly funded, it must be trusted. It is as simple




cost and profit aspect of data
archiving

as that; it takes so little to destroy that trust, and
by that, remove the will to fund’. (IN3)

Thought or experiences regarding

Integrit . .
sty research integrity
Thought or experiences regarding the
Research 5 P 5 5
ethos of research, what research are
essere ;
or strive to be
Research Thought or experiences regarding
ethics research ethics

‘Personally, | would always argue for increasing
quality assurance in research. Quality is what
research is: to deliver knowledge which is
relevant for those who potentially are interested in
learning or applying. But it needs not only to be
relevant but also to be solid. So, quality for me is
above all else in research’. (R2)

Internationali

Thought or experiences regarding
internationalisation in research and
data sharing

‘The idea of GDPR was to have free exchange of
data and research collaborations across national
boundaries—something which becomes

sation extremely difficult when GDPR is practiced so
inconsequently in the different countries’. (L3)
Thought or experiences regarding the | ‘Regarding privacy protection, | believe the
Privacy vs. ba.lancing of the respect for privacy commercial interests are much more dangerous
research with conducting high quality than the researchers. | would say that it should be

research

much freer for research and stricter for

commercial use’. (R1)

Table 2: Qualitative codes within the ethics theme and examples of quotes coded with the different

How they work with data

‘For us, research data means how to
integrate data from all these sites,
how to harmonise, standardise and
integrate them and then how to
analyse them in a way that
something new comes out of that'.
(R4)

codes

Challenges they face

‘We had a data request and sent the
data we used here, which are the
translated transcripts. However, we
explained that we did not consider it
relevant to bring the original language
audio here. But the question is if we
should use the original audio? If these
should be stored here? And there are
hundreds of these. But it is not clear if
it is us or our sub-department, the
project on site, who are responsible.
(R2)

Ideal solution

‘Access from anywhere, without
requiring, for example, an institute
affiliation [...] To be able to use the
data without downloading, to be
able to read and understand the data
from others, like properly defined
metadata... What else? And find who
created the data’. (R8)

‘We receive and disseminate data for
research purposes primarily, but also
for educational purposes and,
occasionally, for commercial
purposes. But research is our primary
focus. We receive data from
researchers, but also from the
National Bureau of Statistics; much
of our data come from the Bureau of
Statistics, where we accommodate
and disseminate for research free of
charge. We also have an agreement
with the National Archives for the
archiving of research data’. (IN2)

‘It is more difficult to combine these
requirements [of policymakers]
technically. We have the natural
attitude of the researcher of keeping
safe their own discovery and their own
data, so we need to provide a platform,
a technical platform that once it is seen
by the researcher as an advantage—not
something which is just, “I must use
this because | have been told to use
this tool”... They must clearly see the
advantage in using some tool’. (INT)

‘The technology is in place; this is
not a technological challenge. The
challenges are culture and
organisations, and it is completely
feasible to do something about this if
you have vitality and time, because it
will take time to change work
routines, and when these are
changed, you might be able to
change the culture within the
organisations, and this is something
policy-makers clearly want’. (IN3)

‘The plan is that | shall be one of the
driving forces behind this from the
side of the library, preparing the
whole organisation for research data
sharing’. (L4)

‘We often talk about research data,
and do things form a Norwegian
perspective. While most researchers
have an international perspective, this
can sometimes conflict with the library
perspective. The research disciplines
operate in an international context,
and the libraries are used to operating
institutionally. The national dialogue
again, tends to consider Norway as
distinct from the rest of the world’. (L3)

‘Collaborations between those
providing retrieval services—those
who build an archive and implement
metadata standards—and research
communities. Collaboration is key’.
(L1

‘| prepare the institution for the

‘This is fairly new at the university, and

‘Quality assurance must be a




storage or archiving of research data
so they can be made openly
available, partly open or not open
but can be retrieved and the research
reproducible’. (RO1)

the challenges are big and small. Just
opening the box of everything
regarding research data, it surprises
you: “Wow, did we really have this
little overview?”. Then how and in
what order do we approach this? To
build one service and infrastructure
with the technical, the knowledge and
the consciousness’. (RO2)

requirement, which can be
discussed, but there should be a
certain quality requirement. And
then it is payment: open data implies
free of cost, but should there be a
cost for archiving?’ (RO3)

‘I have been working much on the
national goals and guidelines for
open access [...] and now the
national strategy for access and
sharing of research data. So what |
will be doing in the time to come is
to ensure that the strategies and
guidelines are implemented’. (PO3)

‘Partially, it is to create a culture of
data sharing, as this is not yet common
practice in all disciplines, at least not
in the open. People probably store
data, but to what extend the storage is
open varies. Also, | think we have a
job to do in standardising to meet the
FAIR principles’. (PO2)

‘A bit like EOSC [European Open
Science Cloud], one entry point, less
choices and more streamlining, less
work for the researchers—of course,
they must describe their data and
those things, but a service level that
took care of the rest, including
curation, access, long term archiving,
retrieval and did this FAIR'. (POT1)

‘How | work with data depends on
which role I have, as | used to be a
researcher, then | began as an IT-
architect ten years ago and was
looking into the lack of infrastructure
for data management in research. So,
| wrote a memo about the need to
establish an infrastructure for open
data’. (IT2)

‘Sometimes, the demands for accessing
data are challenging due to either size,
speed, or it is sharing across nations or
technologies. But the largest challenge
is to keep the focus on open science
and FAIR; the funders are saying that if
you are not FAIR and open science in
your data management, you will not
receive funding. Still, the infrastructure
is not in place because everyone likes
making policy without paying for
implementation’. (IT3)

‘We need to think of a virtual data
catalogue based on good disciplinary
standards according to various
attributes and ensuring that they are
safe in terms of not being modified,
being available and compatible over
time with new standards’. (IT1)

Table 3: Descriptive results of the roles of the interviewees

Research ethics

Permission to collect non-sensitive personal data for the purpose of this study was granted by
the Norwegian Centre for Research Data, Data Protection Services (study 56829 2017.11.22).
To balance the privacy of the research participants with the authors’ desire to make the
research data open, the participants signed two consent forms: the first regarding participation
in the study and the second regarding the publication of pseudonymised data in a repository
(Kvale, 2021b). Full anonymisation of the data was not possible given that the context and
details regarding the work of each participant allowed for identification by their colleagues.
Prior to signing the second consent form, the respondents received a copy of their data to
review. Six participants chose not to allow open sharing of all or parts of their data in a
repository.

Findings

Realising the benefits of data sharing while protecting privacy is often a core ethical
challenge of research data sharing, as reflected in the following quote from an interviewee:
‘When it comes to the storage and management of data, I believe [...] there is a fundamental
conflict between different values: the need for high quality scholarship and personal privacy’
(R6). Here, we present findings about how this conflict is negotiated by various stakeholders
involved in data sharing. Three particular dimensions of this conflict emerged from our study
and will be addressed here:

1) Maintaining trust with research participants;



2) Managing divergent views of privacy in international and intercultural research
collaborations;
3) Interpreting and applying policy.

These themes highlight how privacy in data management is a complex subject, involving
trust, cultural differences, personal relations and compliance with policies.

Maintaining trust with research participants

The various groups of stakeholders involved in our study largely agreed that privacy
protection is important for maintaining public trust in research (Figure 3). However, this trust
may be undermined when human subjects’ data are transferred not only from research
participants to researchers for the purpose of research but also to other stakeholders, including
other researchers, data stewards or data organisations and back to the research participants.
These transfers can lead to research participants losing a sense of control over their own data
and may raise concerns about how these data may be used. This section identifies challenges
researchers face as they resolve tensions between requirements to transfer data to others (e.g.
for curation or for fulfilment of open data mandates) and the necessity to maintain their
research participants’ trust.

Privacy protection is important for public trust in research

All respondents 21 [ 2
Policy & infra 5 0 1
Research support 10 0
Researchers 6 | 1 1

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

[ Agree or strongly agree [ Disagree or strongly disagree Neutral or no opinion

Figure 3: Privacy protection and public trust in research; responses from the questionnaire

Interpersonal trust between research participants and researchers

For researchers who worked on studies involving the long-term engagement of participants,
even over decades, maintaining relations of trust between participants and researchers as data
were shared with others beyond the initial study was critical for protecting this engagement:
‘We always have to do everything to maintain the trust’ (R4). For example, R4 was part of an
international research team working at multiple sites across Europe and the US. In her project,
data from previous research were added to a large database, which allowed partners to access
these data and add new data from follow-up studies. The researchers collecting data perceived
a limit to what they could ask of their participants. Exceeding this limit could have reduced a
participant’s trust: ‘[We] could do even more things, of course, but then you draw a line. I
don’t go further than this because it is not worth it. I might lose trust if I go further’ (R4). R4
further described how participants trust researchers to protect their confidentiality and not be
negligent with their data. The researcher explained that the participants with whom they were
in contact displayed a high level of trust: ‘The research participants here are really, really
committed, so they really want to contribute, but I think they are not overly conscious about
the privacy issues because they have a lot of trust in the research group’ (R4). This trust was



fostered by R4’s research team, who worked actively to update the participants on research
progress and engage in dialogue with them.

Other researchers in our study echoed these sentiments. For instance, R2 expressed awareness
of the fact that participating in a study and contributing data was a burden for research
participants and that participant trust could only be maintained if these participants believed
this burden was proportionate to the benefits of the study:

We are dependent on high-quality information from people. I believe that when you
work with people and want them to contribute their data, you are also obliged to
communicate that they benefit from the research being conducted and that the
research somehow is relevant for them as well. For people to not be instrumentalised,
we need a fundamental trust in research. (R2)

Providing research participants with their own data

Once their data are collected, the human subjects often have no further involvement in the
research process. However, according to the GDPR, they retain the right to access
information about themselves unless it is deemed not to be in the best interests of their health
(GDPR, 2016, art. 15; The Norwegian Personal Data Act, 2018, § 16. c). The divergence in
the ways the participants’ interests are regarded by the different participants suggests a need
for further knowledge regarding this aspect of privacy protection in research from a data-
sharing perspective.

For instance, R4, who worked with health data, did not routinely share with participants their
own data, even when the participants wanted to access them: ‘If they are interested in brain
research, they are also naturally interested in their own brain data. Sometimes it is difficult to
say, “Sorry, we cannot [provide the individual results]” (R4). R4 justified this reluctance by
arguing that participants would not be able to interpret their data correctly, leading to
potentially harmful outcomes. While sharing data with the participants could, by way of
transparency, enhance participants’ trust in the researchers, R4 placed greater weight on
protecting the participants’ health. The only exception R4 made was when the data revealed
previously undiagnosed medical conditions, in which case, she has a moral duty to inform the
research subject.

Multiple other stakeholders in our study also considered the dilemma of when to provide
research participants with their own health data, reaching a range of divergent perspectives.
For instance, policymaker PO2 took a more cautious approach than R4 about whether to
inform a research participant about a potential medical condition:

When you know that someone has a mutation, making them exposed to diseases with
large consequences, should one backtrack through the data and inform the
participant? And I would say no, one should not do this unless permissions for such
connections are explicitly granted. (PO2)

Meanwhile, IN1 was far more sympathetic to the notion of sharing a research participant’s
data with the participant: ‘Sharing with the owner, the data owner [data subject], is the key
mechanism to gain trust’ (IN1).

The different conclusions reached by R4, PO2 and IN1 illustrate the lack of consistent
perspectives across stakeholders, underlining the need for greater infrastructural support to
minimise tensions between stakeholders as they navigate thorny ethical issues relating to
human subject data sharing.



Managing privacy in international and intercultural collaborations

The interviewees handling personal data in international collaborations encountered
conflicting cultural understandings of privacy within their collaborations. These differences
created barriers to data sharing across collaborations.

Divergent understandings of what is considered sensitive data

Conflicting perspectives on privacy amongst different researchers can lead to tension and
frustration within an international research team. For instance, L1, a librarian and data
steward, worked as a researcher on a project involving multiple international partners.
Differences emerged regarding which parts of the data were considered sensitive:

I'was part of a data collection project in France, where we also had partners from
Japan. And when the participants talked about what food they like [...] this was

considered sensitive information by the Japanese researchers and could not be made
available. (L1)

While the Norwegian research team wanted access to data about research subjects’ food
preferences and did not see any ethical problems with accessing these data, the perspectives
of the Japanese data collectors took precedence, frustrating researchers from other countries.

Other participants not only echoed how understandings of what is considered sensitive change
over time and place but also explained how these understandings can vary within a single
legal jurisdiction or local context. For instance, both IT3 and PO1 referenced how the
implementations of the GDPR can vary considerably within Europe: ‘The interpretation of the
GDPR is very north/south; it is completely different in Spain than the Nordic countries’ (IT3)
and ‘I have spoken with researchers [in other European countries] who can barely conduct
their research if one is to follow the Norwegian implementation of the GDPR’ (PO1).

Meanwhile. R3 found differences in understanding across multiple generations within the
same family:

With the [grandmother], there is something strange regarding the father of her child,
some vague formulation about a quick separation. Her child also does not say
anything, apart from ‘my father disappeared quickly’... However, when I interviewed
the [grandchild] sometime later... then the story was revealed.: the father was a
German soldier. (R3)

Privacy protection through local partners

When researchers collect human subjects’ data in a context different from their own, they use
strategies to understand and respect the participants within their own context. Partnerships
and the empowerment of communities through citizen science or with researchers in local
universities are strategies to ensure correct interpretations and translations of contextual
differences.

By understanding privacy as a context-sensitive cultural phenomenon, researcher R2 and her
group involved local partners and used applied ethics, defined as the interaction between
ethical theory and moral practice, as an approach to protecting participants’ privacy according
to the participants’ own preferences.



R2 discussed the ethical challenges she encountered when conducting interviews about how
local communities adapt to climate change in rural Bangladesh. R2 described Bangladesh as a
more collective society than many Western societies; in Bangladesh, the needs of the local
community more frequently take precedence over those of individuals. Through dialogue with
research partners from local universities and by using their local knowledge, R2 and her team
conducted interviews on the street rather than in homes or other closed surroundings, which
would have been the preferred context in Europe. This choice created some new challenges
regarding who responded to the interview questions:

We realised that even if we had only one informant in a village, then [...] at least 10—
12 others around him added to his responses. He would pass the questions on, ‘Oh
God do I actually have some debt anywhere,” and the others would reply, ‘Yes, you
have, there and there,” which means sharing relatively sensitive information with
others looks different in a Western context than in many other cultural contexts where
you don’t have the individual-based, but the group-based [society]. (R2)

Although the economic situation of an individual is an example of information that, in some
contexts, is regarded as sensitive information, in this case, it was not. Being a collective
society also implies differences in what information is shared with whom; the private sphere
includes the village rather than being limited to individuals or a nuclear family.

This example illustrates the need to understand privacy as a context-sensitive cultural
phenomenon. R2’s perspective on privacy as an individual right was challenged when
conducting research in a different culture. R2 suggested that dialogue and interaction between
different scholarly disciplines working with human subjects’ data and different cultures are
needed to properly reflect on how to protect privacy in research across cultures and contexts.

Another aspect of understanding the context in which one operates highlighted by R2 is the
need for researchers to have an awareness of the power structures in which research
participants are embedded.

These power structures can involve gender, education level and religion. Research
participants’ perspectives on privacy are also affected by how they experience themselves in
relation to their surroundings, in the way that privacy is about subjects’ control of personal
information or data in a context. Without making an effort to understand this context, the
researchers might fail to protect the participants’ privacy. These examples illustrate the
importance of understanding the contexts in which the research participants operate. For R2,
the answer to how researchers should approach power structures is reflection, aimed at
finding solutions and respecting and balancing the needs of the participants and of the
research: ‘There are different structures, and we need much more reflection’ (R2).

R2 also described challenges regarding storing, depositing and deleting data from the project.
The original interview recordings and transcripts were kept by collaborators in Bangladesh,
while the Norwegian researchers used the translated transcripts. Requirements from the Data
Protection Services at the Norwegian Centre for Research Data to delete the original
recordings did not apply, as those recordings were kept in Bangladesh. However, the division
of responsibility for data between the Norwegian and the Bangladeshi teams was not
formalised. Retrospectively, the researcher questions whether it was right to split the material
in this way, suggesting that better guidance for how to approach archiving in international
research collaborations is needed.

The importance of an international approach is echoed by one of the librarians interviewed:

We often talk about research data, and do things form a Norwegian perspective.
While most researchers have an international perspective, this can sometimes conflict



with the library perspective. The research disciplines operate in an international
context, and the libraries are used to operating institutionally. (L3)

Interpreting and applying policy

Interpreting and applying personal privacy laws define the limits of the research project and
the possibilities of sharing research subjects’ data. Researchers perceived tensions between
conducting research and protecting privacy (Figures 3, 4 and 5). While many researchers
expressed a belief that they should have more discretion than they are currently allowed in
determining the extent to which they trade protecting privacy for conducting important
research, research support staff clearly disagreed. These disagreements contribute to tensions
between different stakeholder groups in how privacy issues are handled in practice (Figure 4).

There should be more room for putting privacy aside in order to conduct important

research
All respondents 6 | 15 3
Policy & infra 1 | 4 1
Research support 0 8 2
Researchers 5 3 d)

0% 10% 20% 30%  40% 50% 60% 70% 80% 90%  100%

[ Agree or strongly agree @ Disagree or strongly disagree Neutral or no opinion

Figure 4: Putting privacy aside to conduct research

Researchers’ dialogue with data protection services and ethical committees

The questionnaire showed that most researchers we studied thought that the providers of
privacy protection services lacked an understanding of how research is conducted (Figure 5).
Several of our interviewees expressed frustrations with the multitude of privacy protection
offices with whom they must deal, including ethical committees, institutional privacy
protection officers and the Data Protection Services from the Norwegian Centre for Research
Data: ‘I had a case where the regional ethical committees gave an o.k. for the research
project, and then the local personal privacy officers at the hospital involved said, “No way’”’
(IT1) and ‘The whole Norwegian Centre for Research Data system, to which I have had to
relate [...] they simply cannot understand qualitative data, they have no idea what qualitative
data are’ (R3).



Privacy protection parties often lack an understanding of research.

All respondents 7 9 8
Policy & infra 1 | 2 3
Research support 1 | 6 3
Researchers 5 1 2
0% 10% 20% 30% 40% 50% 60% 70% 80% 90%  100%
[ Agree or strongly agree @ Disagree or strongly disagree Neutral or no opinion

Figure 5: Stakeholders’ views on privacy protection parties and their understanding of research

As a result, researchers often perceived that they had to make a choice between developing
strategies to minimise disruption from their encounters with privacy protection services or
suffering significant delays in their projects. For instance, R3, who had conducted a
longitudinal study over more than a decade, explained how they received letters annually
from the Data Protection Services from the Norwegian Centre for Research Data requesting
the data to be deleted. To them, the frequency of these letters suggested that the privacy
protection office lacked an understanding of longitudinal qualitative research: ‘Every year, |
received a letter asking me to delete the data [...] and every year, I wrote back that this is a
longitudinal study. I need to keep the data’ (R3).

R3 discussed their dialogue with the National Data Protection Services regarding permissions
for conducting interviews and collecting non-sensitive personal information: ‘Suddenly, one
person who understood qualitative research appeared, but otherwise, there were only zombies.
Now, they have got other ones as well, thinking humans, not just sticklers for the rules’ (R3).
R3 explained that they had seen improvements over time regarding how the service dealt with
qualitative data, but their many years of experience had left them with general mistrust in the
service.

The Data Protection Services were familiar with this issue but claimed that the request to
delete data did not come from them:

I have heard researchers multiple times claiming that The Norwegian Centre for
Research Data told them to delete their data, and I have never said this to anyone.
But still, this is the perception. We have a recurring communication challenge in
making the individual [researcher] familiar with the legal system. (IN2)

Although they have presumably changed their practice of requesting for data to be deleted,
the mistrusts amongst researchers with such experiences remain.

Meanwhile, R7 highlighted the need for the help of data stewards or other research support
staff when developing and submitting applications to the Data Protection Services, as a late
response or rejection can result in substantial delays for a research project:

We have a project which is four months delayed only because the Data Protection
Services doesn’t manage to give us a go. If we only had some help with both



designing the applications and sending reminders, when we would save so much time.
(R7)

Other stakeholder groups reported considerably more positive views of the Data Protection
Services than the researchers. These divergent opinions suggest that research support staff
should be careful when recommending these services, as they may encounter scepticism from
researchers, leading to potential friction and mistrust between themselves and researchers.

Privacy protection parties and ethical committees contribute to improving the quality
of research.

All respondents 14 | 6 4

Policy & infra 3 0 3

Research support 8 1 1

Researchers 3 5 d)

0% 10% 20% 30%  40% 50% 60% 70% 80% 90%  100%

[ Agree or strongly agree @ Disagree or strongly disagree Neutral or no opinion
Figure 6: Stakeholders’ views on privacy protection parties and their contribution to research quality

Similarly, researchers also disagreed with other stakeholders on the extent to which they
perceived that the contributions from ethical committees and the Data Protection Services
improved research quality (Figure 6), with research support service staff holding a
significantly more positive opinion.

Awareness of how researchers perceive the Data Protection Services is important for library-
based research support services to create trusting relationships with researchers. Appropriate
guidance on designing research proposals that balance compliance with privacy regulations
with the ability to conduct research using a range of methods and data sources should be
made available to researchers early in the research life cycle. This knowledge and experience
with what works are valuable to researchers in navigating tensions between complying with
privacy law and conducting research.

Researchers’ frustrations in complying with privacy law

Researchers’ dialogue with legal advisors is central to developing projects that collect human
subjects’ data. The researchers we interviewed typically consulted legal advisors for advice
on collecting, using and sharing data legally. However, challenges arose when researchers
found this advice unreasonable.

For instance, RS was frustrated by the limitations that informed consent requirements placed
on her ability to share data openly. In her example, data were collected from filming
musicians in her laboratory:

Then, when they enter our lab and we film them, they are happy about that, but still,
we are not allowed to use that and give them visibility because the recordings are
done within a research context. That, yes, is a bit strange. (R5)



Legal restrictions meant that RS was not allowed to share data collected in the laboratory
(The Norwegian Personal Data Act, 2018, art. 6.4 and art. 5.1.b.), despite the data subjects’
willingness for their data to be shared and publicly identified. To overcome this barrier, RS
now collects data by filming these musicians playing in concerts. The public nature of
concerts allows for the data to be shared openly.

Another interviewee, R3, described how she chose not to comply with legal requirements.
Upon completion of her research project, she was asked by the Data Protection Services from
the Norwegian Centre for Research Data to either anonymise the project data, acquire new
permissions from the research participants to retain their data or delete the data. R3 explained
her perspective:

I'would prefer not to delete this material because I am hoping to make a replica study
and I was so busy at the time. So, I wrote back that the material had been deleted,
which is not at all true. So sometimes the good intentions become its own enemy—
when they demand something that is unrealistic, making us, as researchers, take
shortcuts, hoping that no one will ever notice. (R3)

R3 regarded complying with the Norwegian Centre for Research Data’s requirements as
infeasible. She could not contact the participants for informed consent, as she had already
deleted their contact information and did not regard anonymisation as realistic. Meanwhile,
deleting the data would have jeopardised her future research plans. Instead, R3 committed
what she described as ‘a small piece of civil disobedience’ (i.e. breaching privacy law). When
researchers falsely report having deleted data to their university, these data are instead hidden
on a researcher’s own computer or cloud storage account (e.g. Google Drive) rather than on
secure media, such as university systems. This practice increases the risk of human subjects’
data being accessed by hackers, potentially exposing data subjects to harm.

The burdensome and complex task of balancing research and privacy, as described by RS and
R3, was echoed by other researchers:

My experience is that most researchers experience this as burdensome tasks, “OMG,
how do I go about this now?” and “What is the best thing to do here? ” I think what
we need are people providing guidance, assisting researchers in getting permissions
and choosing responsible storage. (R2)

Discussion

Providing research data management support is about facilitating the transition of data from
one step of the research data life cycle to the next. Managing human subjects’ data requires an
additional layer of planning, including legal advice regarding personal privacy and applying
for ethical approval. For researchers, our findings (see quotes from R2, R3, R5 and R6)
demonstrate that personal privacy is often perceived as imposing burdensome, often
complicated, requirements that may compromise researchers’ ability to conduct innovative
and high-quality research.

For university-library-based research data management services, delivering appropriate
consultative support can include posing questions to researchers, being available for dialogue
and initiating reflection on the part of the researchers rather than 'providing a choice between
‘yes’ or ‘no’ answers (Tenopir, et al., 2017). However, this approach requires that research
data management support teams are familiar with the core principles of personal privacy
ethics, privacy law and the researchers’ own perspectives, knowledge and experience of
handling human subjects’ data. While the work of privacy protection officers involves



ensuring that researchers follow the law, our findings suggest that the privacy evaluation
needed in research is frequently more complex. Maintaining trusting relationships between
stakeholders and working across national and cultural boundaries create ethical challenges
regarding privacy that are not only about respecting the law but also about respecting the
individuals who share their data with researchers (see quotes from R2 and L1) (Shankar,
1999). By applying a contextual approach to privacy protection (Nissenbaum, 2010), we
argue that research data management services should encourage researchers to focus on
context, transmission and actors when reflecting on how to protect the interest of data
subjects.

Data subjects’ trust in sharing their data

Managing human subjects’ data requires awareness of the sender, recipient and subject
(Nissenbaum, 2010). In research data curation, these placeholders are different actors located
at different stages of the life cycle (Figure 7). In step 2, when data are collected from research
participants, the sender and subject are the same. In steps 3 and 4, the role of the sender is
held by the researcher. The repository or data organisation is the sender in steps 2 (when
researchers are using data from archives or other data organisations), 5 and 6.
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Figure 7: Personal privacy in the research data life cycle

Privacy protection is both a prerequisite and a condition for trust between the subject and
other stakeholders involved as senders or receivers of human subjects’ data (Floridi, 2005;
Nissenbaum, 2010). Our findings show that successfully sharing human subjects’ data
between stakeholders requires researchers to build and maintain strong trusting relationships
with research participants. These relationships, in turn, help researchers facilitate reuse and
sharing for other research purposes. The participants’ trust in the researcher as an individual
and in the research and university as the context is crucial for data and research quality.
Research participants often trust the university or research organisation rather than the
individual researcher (Guillemin, et al., 2018). Research institutions represent the context in
which participants trust their data to be processed according to explicit or implicit
expectations.



The researcher maintains these trusting relationships by protecting the identity of the
participants through not only anonymity but also what information is shared (Hardy, et al.,
2016). Researchers should provide data subjects with knowledge of how privacy is protected
throughout the life cycle and aim for shared stewardship and the empowerment of the data
subject (Carroll, et al., 2020; First Archivist Circle, 2007; Shah, et al., 2021). This
information should be given by the researchers both prior to data collection in stage 2 and
during stage 4, when archiving or sharing data (Guillemin, et al., 2018). In stage 4,
researchers should also provide the participants with information on where the data are
archived and update participants on publications (Shah, et al., 2021).

When data are archived in a repository, responsibility for the data is transferred from the
researcher to the data organisation, including responsibility for ensuring the compliance of
access restrictions with privacy law (Eschenfelder and Shankar, 2020; Shankar, 1999). We
suggest that the data subjects should be informed when data organisations take over this
responsibility. In stage 4, the distance between the participants and their data increases, and
an institutional trust relationship is required (Shah, et al., 2021). How digital solutions can
minimise this distance and provide participants with increased control of the data regarding
themselves should be further explored (Budin-Ljesne, et al., 2017).

Privacy protection in international collaborations

Privacy protection in international research collaborations involving human subjects’ data is
complicated (Dilger, et al., 2019; Jorge and Albagli, 2020). Ethics oversight boards and their
guidelines are often nation- or institution-specific, while researchers work globally.
Initiatives to address personal privacy in a global research context would be valuable to
highlight cultural differences in privacy and promote discussion of how to respect these
differences (Carroll, et al., 2020; Melinder and Milde, 2016; Viberg Johansson, et al., 2021).

Transmission of data using fishing zones

Expectations regarding the transmission and sharing of human subjects’ data are often tacit
and commonly create misunderstandings between researchers and data subjects (Nissenbaum,
2010). Our examples demonstrate the complexity of transferring data between different
contexts and how different understandings of privacy create obstacles. These
misunderstandings could be mitigated if, before the start of the data collection process,
researchers are explicit about how the data will circulate.

In international research, transferring data between jurisdictions might not always be
necessary if appropriate storage and access are provided remotely. Options for researchers to
work remotely in the jurisdiction of the data subjects could help in balancing conducting
research with protecting privacy. Within Europe, the archiving of data where they are
collected is referred to as ‘the fishing zone agreement’ (Eschenfelder and Shankar, 2020,

p. 697).

However, the fishing zone approach is not always appropriate—for instance, in cases in
which local laws do not provide data subjects with adequate privacy protection or for research
on topics that are considered particularly sensitive in the local context. Researchers should
always take care not to expose their participants to harm. When conducting research on
exposed groups, dialogue with these groups and respect for their wishes might be the best
protection. Ensuring that the research participants have the authority to control the data and
the right to develop the cultural governance protocols highlighted in the CARE principles
(Carroll, et al., 2020) is best achieved through local partnerships and dialogue between the
researchers and the participants.



Creating common understandings of privacy in international research collaborations

When using human subjects’ data, research should be grounded in an understanding of
privacy that incorporates cultural sensitivity. Cultural understandings of privacy vary,
particularly in relation to whether and how data can be shared. To respect the participants,
researchers should reflect on any possible power structures and the cultural context of the
participants and avoid enforcing their own understanding of privacy (Nissenbaum, 2010).
Within archiving practice, the concept of shared stewardship is used to extend the notion of
provenance for documents originating from Native Americans (First Archivist Circle, 2007).
Shared stewardship requires the archivists to ‘consult with the communities represented in
order to understand how their cultural paradigms bear upon the materials in their custody’
(Alcala, et al., 2016, p. 332). Below, we suggest different strategies that researchers can use to
reflect on power structures and the protection of privacy from the perspective of the subject:

e Actively drawing attention to tacit expectations regarding the collection and sharing
of human subjects’ data early on in an international collaboration to identify
potentially conflicting views on privacy;

e Consulting surveys, such as the OECD Guidelines on Measuring Trust (OECD,
2017), or applying indices measuring cultural differences (Hofstede, 1984) to prepare
for conducting cross-cultural research. As illustrated by R2’s case of research in
Bangladesh, the extent to which a society is collectivist or individualist may predict
cultural attitudes towards privacy. The trust in government and public institutions
numbers from the OECD complements the picture by indicating to what extent trust
in universities as institutions can be expected from research subjects (OECD, 2017).
Trust in the institution is central in participant recruitment and relevant for data
quality (Guillemin, et al., 2018);

e Using a second translator to translate interview transcripts back to the original
language for comparison against the original transcript. This can prove useful when
working across cultures and languages, in which the same concepts could embody
different meanings (Zureik, et al., 2006);

e Having local partners, either through a citizen science approach (Hardy, et al., 2016)
or through formal collaboration with local universities, such as in the case of the
researcher we studied working in Bangladesh, can ensure that participants’
perspectives on personal privacy are respected. Dialogue with local partners
regarding data collection helps ensure that participants are approached in settings
where they feel safe, as in the case of R2, who conducted interviews in public. Local
partners can also help in detecting whether the views of the researchers, qua cultural
outsiders, affect the interpretation and analysis of the data (Hardy, et al., 2016; Jorge
and Albagli, 2020). Local partners could also provide the participants with legal
privacy protection that aligns with their own understanding of privacy and ensure
shared stewardship (Alcala, et al., 2016; First Archivist Circle, 2007). For instance, in
R2’s Bangladeshi example, involving local partners ensured that the original
recordings were not moved outside Bangladesh.

Implications for research support services

As a result of the discussion, we provide the following advice to researchers and other
stakeholders, as listed in Table 4, along with suggestions for how research data support
services in universities should assist researchers in following this advice:

Advice Research support services should...
Include an ethics approach to privacy in research
1 Researchers should always take care not to data management courses and training materials
expose their participants to harm. that target both the collectors and re-users of

human subjects’ data.




Assist researchers in finding solutions that do
not compromise research quality by creating

Focus on how to ensure research quality and
transparency while protecting subjects’ privacy by

2 an understanding of different stakeholders’ moving away from the open—closed dichotomy
perspectives and motivations. and their own ideals of open.
Use the entire legal space within the privacy
legislation. . .
& Create a dialogue on methods with legal experts
- and mediate between these experts and
3 Ensure that research participants have the . . P . .
authority to control data and the right to researchers to find solutions that allow innovative
research.
develop the cultural governance protocols
highlighted in the CARE principles.
Initiatives to address personal privacy in a s . . . .
lobal research conterj(t Wouldpbe va?/uable o Facilitate seminars with the guidance of experts in
goba . S applied research ethics to create a common
4 highlight cultural differences in privacy and ; T .
romote discussion of how to respect these platform for privacy protection in international
Si fferences research projects.
Asist researchers in identifying the subject, sender
Encourace researchers to focus on context and receiver at the different stages of the research
5 transmis%ion and actors when reflecting or; data life cycle and use this as a basis for discussing
how to protect the interest of data subjects. strategies to empower data subjects and exercise
cautions for privacy protection with a focus on
transmission and context.
Use vignettes or double translations to ensure Devel(?p bEst—pracEce toolkits with examples of
6 coherent understandings and translations of strategies that can be use_d to address power .
complex concents structures and protect privacy from the perspective
P P of the subject.
Provide data subjects with knowledge of how . . .
fivacy is rotecied throushout the Igife cvele | Argue for and facilitate the subjects’ right to be
p y1sp 8 Y includ inf di e
7 and aim for shared stewardship and included and informed regarding decisions
empowering the data subject. affecting their data.
. . . Assist researchers with designing informative and
Address differences regarding privacy and | ‘ . h'gh hg .
8 how data will circulate early in a proiect clear consent forms, in which the participants are
Y project. provided with opt-out choices for data sharing.
9 Data subjects should be informed when data
organisations take over responsibility for data.
(El)i(srt)!;rceehlc())evtvvvdelgrlwtiLZoclil;”[[:)gri((jj?fr:en:unblzlcstean d Be a driving force for investment in research data
10 ) archives to balance privacy protection with access

provide participants with increased control of
the data regarding themselves.

by having a dialogue with subjects.

11

Be a driving force for the inclusion of ethical
training in data science curricula to ensure that the
reuse of data follows the ethical standards
expected from research on human subjects’ data.

Table 4: Recommendation for research support services to follow up on advice given throughout the
discussion

The interpretation of the law and possibilities to share and reuse data may conflict at two
stages of the research data life cycle in particular: stage 2 in the design and collection of
informed consent and stage 4, at the end of a project, when the data are either preserved or
lost. Involving the research participants in stage 2 in decisions regarding the sharing or
archiving of personal data is the best way to ensure participants’ privacy. We recommend that
researchers create a dialogue with the participants so that their opinions are heard.

In stage 4 of the research data life cycle, the participants are often unaware of the possibilities
for preserving valuable research data, according to the GDPR art. 89 (1). Sharing human
subjects’ research data is often incompatible with the open publishing of data. Examples of
strategies for the re-identification of data that are presumed to be anonymous illustrate how
the sharing and reuse of research data containing personal information requires extra care and
attention and how anonymisation is not always an option (Barocas and Nissenbaum, 2014).
The importance of keeping records of current research and scholarship for future generations




is currently not gaining enough attention (Thouvenin, et al., 2016). Long-term solutions for
archiving human subjects’ data with proper access control are necessary to protect current
research histories from becoming lost. Privacy is far from dead, but it requires an
infrastructure for data archiving with embedded and possibly also dynamic privacy
solutions—preferably using globally distributed storage with access management, keeping the
data local and the access global within the requirements of local norms and possibly also
partnerships. The main challenge in designing such systems is the aggregation of the personal
data necessary for facilitating dialogues with subjects.

Conclusion

Our findings demonstrate that researchers face the following challenges when sharing human
subjects’ data: 1) maintaining trust with research participants; 2) managing divergent views of
privacy in international and intercultural research collaborations and 3) interpreting and
applying policy. Successful data sharing requires aligning the work of multiple stakeholders,
despite their often divergent perspectives and motivations.

Personal privacy protection in research involves respecting research participants, requiring
awareness of roles, attributes and transmission principles. In digital research, multiple
stakeholders are involved in data management, all of whom must demonstrate sensitivity
towards data privacy and research participants. If and when data sharing is to take place,
respecting the research participants and their perception of what information is sensitive and
private must have priority.

The requirements of open research and international research collaborations make balancing
personal privacy with data sharing a complex task for researchers. Providing expertise and
guidance on how to best balance these requirements is part of research support and something
that research data management support should offer. To facilitate the sharing of data ‘as open
as possible and as closed as necessary’, we must acknowledge that different stakeholders in
data sharing have different perspectives on how personal privacy and data sharing should be
balanced. Increasing the quality and transparency of research must be the primary motivation
for the sharing and reuse of data and must be carefully balanced with the privacy of the
research participants when human subjects are involved.

Recommendations for further research and practical work

More knowledge and the sharing of best practices for balancing privacy with high-quality
research without moving outside of the law are needed. We find that several researchers are
interested in and motivated to share their data but struggle to find practical solutions to how
privacy and open research can work together. Cases presenting knowledge on both solutions
and potential hindrances would be helpful for RDSs in guiding researchers.

We also encourage the international research data community to involve privacy and research
ethics experts in creating guidelines for protecting the privacy of research subjects in
international research collaborations that involve data sharing. This could be achieved
through the creation of an oversight board or a universal recommendation for how to protect
privacy in dialogue with the subjects and, through this, empower the data subject and increase
trust in research.
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